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Abstract

We develop a high-order hybridized discontinuous Galerkin (HDG) method for a linear degenerate elliptic equation arising from a two-phase mixture of mantle convection or glacier dynamics. We show that the proposed HDG method is well-posed by using an energy approach. We derive \textit{a priori} error estimates for the method on simplicial meshes in both two- and three-dimensions. The error analysis shows that the convergence rates are optimal for both the scaled pressure and the scaled velocity for non-degenerate problems and are sub-optimal by half order for degenerate ones. Several numerical results are presented to confirm the theoretical estimates. Degenerate problems with low regularity solutions are also studied, and numerical results show that high-order methods are beneficial in terms of accuracy.
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1. Introduction

The Earth’s core is hotter than the Earth’s surface, which leads to thermal convection in which the cold mantle is dense and sinks while the hot mantle is light and rises to the surface. The induced current, i.e., mantle convection, moves slowly and cools gradually. The evolution and circulation of the mantle induce plate tectonics, volcanic activity, and variation in crustal chemical composition. Therefore, the study of mantle dynamics is critical to understanding how the planet functions [1]. Glacier dynamics, on the other hand, describes the movement of glaciers and ice sheets. Glaciers and ice sheets interact with the atmosphere, the oceans, and the landscape [2], which could lead to a large impact on weather and climate change [3]. Though mantle convection and glacier dynamics are different in nature, their dynamics can be mathematically modeled by the Stokes equations combined with a Darcy equation accounting for melt.

In this paper, we are interested in developing numerical methods for both glacial dynamics and mantle convection described by a similar two-phase mathematical model, as we now briefly discuss. In glacial dynamics, the mixture of ice and water is observed near the temperature at the pressure-melting point, which is in a phase-transition process [4, 5]. In mantle dynamics, a partially molten rock is generated by supplying heat or reducing the pressure. In both cases, the relative motion between the melt and the solid matrix is modeled by two-phase flow [6].

We adopt the mathematical model in [7, 6, 8, 9, 10, 11, 12]. In particular, the mixture parameter of fluid melt and solid matrix is described by the porosity $\phi$—the relative volume of fluid melt with respect to the bulk volume—which separates the solid single-phase ($\phi = 0$) and fluid-solid two-phase ($\phi > 0$) regions [13]. The partially molten regions are governed by Darcy flow through a deformable solid matrix which is modeled as a highly viscous Stokes fluid.
We use the subscript \( f \) and \( s \) to distinguish between the fluid melt and solid matrix, and boldface lowercase letters for vector-valued functions. We denote by \( \mathbf{v}_f \) and \( \mathbf{v}_s \) the velocities of fluid and solid, \( \hat{p}_f \) and \( \hat{p}_s \) the pressures, \( \rho_f \) and \( \rho_s \) the densities, \( \hat{q}_f \) and \( \hat{q}_s \) the viscosities, and \( \sigma_f \) and \( \sigma_s \) the stresses. Darcy’s law \([15, 6]\) states

\[
\phi \left( \mathbf{v}_f - \mathbf{v}_s \right) = -\frac{\kappa(\phi)}{\hat{q}_f} \left( \nabla \hat{p}_f - \rho_f \mathbf{g} \right),
\]

where \( \kappa(\phi) \) is the permeability with \( \kappa(0) = 0 \) and \( \mathbf{g} \) is the gravity. We assume that the solid matrix is more viscous than the fluid melt \( (\hat{q}_f \ll \hat{q}_s) \) so that the fluid and the solid stresses can be modeled as

\[
\begin{align*}
\sigma_f & : = -\hat{p}_f \mathbf{I}, \\
\sigma_s & : = -\hat{p}_s \mathbf{I} + \hat{q}_s \left( \nabla \mathbf{v}_s + \nabla^T \mathbf{v}_s \right) - \frac{2}{3} \hat{q}_s \nabla \cdot \mathbf{v}_s, \mathbf{I},
\end{align*}
\]

where \( \mathbf{I} \) is the second order identity tensor. The mixture of the melt and the solid matrix obeys the Stokes equation \[10, 12]\]

\[
\nabla \cdot \left( \phi \sigma_f + (1 - \phi) \sigma_s \right) + \left( \phi \rho_f + (1 - \phi) \rho_s \right) \mathbf{g} = 0.
\]

The mass conservations of the fluid melt and the solid matrix are given as \[6, 10\]

\[
\frac{\partial(\rho_f \phi)}{\partial t} + \nabla \cdot (\rho_f \phi \mathbf{v}_f) = 0, \quad \frac{\partial(\rho_s (1 - \phi))}{\partial t} + \nabla \cdot (\rho_s (1 - \phi) \mathbf{v}_s) = 0.
\]

Applying a Boussinesq approximation (constant and equal densities for non-buoyancy terms) to (5)–(6), the total mass conservation of the mixture can be written as

\[
\nabla \cdot \left( \phi \mathbf{v}_f + (1 - \phi) \mathbf{v}_s \right) = 0.
\]

The pressure jump between the melt and the matrix phases (the compaction relation) is given by \[16, 11\]

\[
\left( \hat{p}_s - \hat{p}_f \right) = -\hat{q}_s \frac{\nabla}{\phi} \cdot \mathbf{v}_s.
\]

The coupled Darcy-Stokes system (1), (4), (7) and (8) describes the motion of the mantle flow (and glacier dynamics). The challenge is when \( \phi = 0 \). Since solid matrix always exists, the Stokes part is well-posed, but the Darcy part is degenerate when \( \phi = 0 \).

In this paper, we shall focus on addressing the challenge of solving the linear degenerate elliptic equation arising from the Darcy part of the system. With a change of variables, (1) and a combination of (7)–(8) become

\[
\begin{align*}
\tilde{\mathbf{v}} + d(\phi)^2 (\nabla \tilde{p} - \tilde{\mathbf{g}}) & = 0, \quad \text{in } \Omega, \\
\nabla \cdot \tilde{\mathbf{v}} + \phi \tilde{p} & = \phi^1 f, \quad \text{in } \Omega, \\
\phi \tilde{p} & = \phi^1 g_D, \quad \text{on } \Gamma_D,
\end{align*}
\]

where \( \Omega \subset \mathbb{R}^{dim}, \ dim = 2 \) or \( 3 \), is an open and bounded domain, \( \Gamma_D = \partial \Omega \) the Dirichlet boundary, \( g_D \) the Dirichlet data, \( \mathbf{n} \) the outward unit normal vector, \( \tilde{\mathbf{v}} = \phi (\mathbf{v}_f - \mathbf{v}_s) \) the Darcy velocity, \( \tilde{p} = \hat{p}_f \) the fluid pressure, \( \tilde{\mathbf{g}} = \rho_f \mathbf{g} \), \( f = \phi^1 \hat{p}_s \), \( \hat{q}_s = 1 \) and \( d(\phi) = \sqrt{\frac{\hat{q}_s}{\hat{q}_f}} \). Though \( d \) is a function of \( \phi \), we shall write \( d \) instead of \( d(\phi) \) for the simplicity of the exposition.

The boundary value problem (9) has been studied in \[17\], where the scaled velocity and pressure were proposed in order to obtain well-posedness. For numerical implementation, a cell-centered finite difference method \[18\] and a mixed finite element method \[17\] have been studied. The results showed that the numerical schemes are stable and have an optimal convergence rate for smooth solutions. However, these schemes are low order accurate approaches.
Meanwhile, the high-order discontinuous Galerkin (DG) method—originally developed [19, 20, 21] for the neutron transport equation—has been studied extensively for virtually all types of partial differential equations (PDEs) [22, 23, 24, 25, 26]. This is due to the fact that DG combines advantages of finite volume and finite element methods. As such, it is well-suited to problems with large gradients including shocks and with complex geometries, and large-scale simulations demanding parallel implementations. In particular, for numerical modeling of magma dynamics, the DG methods have been used to study the interaction between the fluid melt and the solid matrix [27, 28], and to include a porosity-dependent bulk viscosity and a solid upwelling effect [29]. In spite of these advantages, DG methods for steady state and/or time-dependent problems that require implicit time-integrators are more expensive in comparison to other existing numerical methods, since DG typically has many more (coupled) unknowns.

As an effort to mitigate the computational expense associated with DG methods, the hybridized (also known as hybridizable) discontinuous Galerkin (HDG) methods are introduced for various types of PDEs including Poisson-type equation [30, 31, 32, 33, 34, 35], Stokes equation [36, 37], Euler and Navier-Stokes equations, wave equations [38, 39, 40, 41, 42, 43, 44, 45], to name a few. In [46, 47, 48], one of the authors has proposed an upward HDG framework that provides a unified and systematic construction of HDG methods for a large class of PDEs. We note that the weak Galerkin (WG) methods in [49, 50, 51, 52] share many similar advantages with HDG. In fact, HDG and WG are the same for the degenerate elliptic problem in this paper.

The main goal of this paper is to develop a high-order HDG scheme for the linear degenerate elliptic equation (9). In section 2, we briefly discuss the scaled system for (9). In section 3, we derive the HDG formulation for the scaled system based on the upward HDG framework. The key feature is that we have modified the upward HDG flux to accommodate the degenerate regions. When the porosity vanishes, the resulting HDG system becomes ill-posed because the upwind parameter associated with the HDG flux disappears. To overcome the difficulty, we introduce a generalized stabilization parameter that is an extension of the upwind based stabilization parameter. It has positive values on the degenerate interfaces. Next, we show the well-posedness and error analysis of the HDG system under the assumption that the grid well matches with the intersection between the fluid melt and the solid matrix. In section 4, various numerical results for the scaled system will be presented to confirm the accuracy and robustness of the proposed HDG scheme. Finally, we conclude the paper and discuss future research directions in section 5.

2. Handling the degeneracy

Let $(\cdot, \cdot)_{\Omega}$ be the $L^2$ inner-product on $\Omega$, and $(\cdot, \cdot)_{\partial \Omega}$ be the $L^2$ inner-product on $\partial \Omega$. We denote the $L^2$ norm by $\| \cdot \|_{\Omega} = (\cdot, \cdot)_{\Omega}^{1/2}$ on $\Omega$ and by $\| \cdot \|_{\partial \Omega} = (\cdot, \cdot)_{\partial \Omega}^{1/2}$ on $\partial \Omega$. We also define the weighted $L^2$ norm on $\partial \Omega$ by $\| \cdot \|_{\Omega, \tau} = (| \tau |, \cdot)_{\partial \Omega}^{1/2} = \left( \int_{\partial \Omega} | \tau | (\cdot)^2 dx \right)^{1/2}$. For any $s \neq 0$, we denote the $H^s(D)$-norm as $\| \cdot \|_{s, D}$, for example, $\| \cdot \|_{\frac{1}{2}, D}$ is the norm of $H^{\frac{1}{2}}(\partial \Omega)$.

2.1. The scaled system

When the porosity becomes zero, the system (9) degenerates. However, we can still investigate how the solutions behave as the porosity vanishes. According to [17], a priori energy estimates for the system (9) read as

$$\| \partial^{-1} \psi \|_{\Omega} + \| \phi^{\frac{1}{2}} \|_{\Omega} + \| \phi^{\frac{1}{2}} \nabla \cdot \psi \|_{\Omega} \leq c \left( \| g_D \|_{H^\frac{1}{2}(\partial \Omega)} + \| d \|_{\mathcal{L}(\partial \Omega)} + \| f \|_{\Omega} \right),$$

for some constant $c > 0$. Note that we may lose control of the pressure $\tilde{p}$ as the porosity approaches zero.

To have the control of the pressure, following [17], we define the scaled velocity and the scaled pressure as $u = \partial^{-1} \psi$ and $p = \phi^{\frac{1}{2}} \tilde{p}$, respectively. The system (9) becomes

$$u + d \nabla (\phi^{\frac{1}{2}} p) = d \tilde{g}, \quad \text{in } \Omega,$$  \hspace{1cm} (11a)

$$\phi^{\frac{1}{2}} \nabla \cdot (d u) + p = f, \quad \text{in } \Omega,$$  \hspace{1cm} (11b)

$$p = g_D, \quad \text{on } \Gamma_D.$$  \hspace{1cm} (11c)

Here, we interpret the differential operators in (11) as

$$d \nabla (\phi^{\frac{1}{2}} p) = -\frac{1}{2} \phi^{\frac{1}{2}} d \nabla \phi p + \phi^{\frac{1}{2}} d \nabla p,$$  \hspace{1cm} (12)

$$\phi^{\frac{1}{2}} \nabla \cdot (d u) = \phi^{\frac{1}{2}} \nabla d \cdot u + \phi^{\frac{1}{2}} d \nabla \cdot u,$$  \hspace{1cm} (13)
where we assume that
\[ \phi^{-\frac{1}{2}} d \in L^\infty(\Omega), \] (14a)
\[ \phi^{-\frac{1}{2}} \nabla d \in (L^\infty(\Omega))^{\text{dim}}, \] (14b)
\[ \phi^{-\frac{1}{2}} \nabla \phi \in (L^\infty(\Omega))^{\text{dim}}. \] (14c)

With the assumption (14), the scaled system does not degenerate. If the porosity vanishes, then \( d(\phi) = 0 \), which leads to \( u = 0 \) and \( p = f \). The energy estimates for the scaled system (11) read as
\[ \|u\|_{\Omega} + \|p\|_{\Omega} + \|\phi^{-\frac{1}{2}} \nabla \cdot (du)\|_{\Omega} \leq c \left( \|g_{\phi}\|_{H^2(\partial \Omega)} + \|d\tilde{g}\|_{\Omega} + \|f\|_{\Omega} \right), \] (15)
for some constant \( c > 0 \) [17]. We clearly see that we have control of the scaled pressure \( p \) even when the porosity becomes zero.

2.2. Upwind-based HDG flux

With some simple manipulation, the scaled system (11) can be rewritten as
\[ u - \phi^{-\frac{1}{2}} \nabla d p + \nabla \cdot \left( \phi^{-\frac{1}{2}} d p F \right) = d\tilde{g}, \quad \text{in } \Omega, \] (16a)
\[ \frac{1}{2} \phi^{-\frac{1}{2}} d \nabla \cdot u + p + \nabla \cdot (\phi^{-\frac{1}{2}} d u) = f, \quad \text{in } \Omega. \] (16b)

We cast the scaled system (16) into the conservative form
\[ \nabla \cdot \mathcal{F}(r) + \mathcal{G} r = f, \quad \text{in } \Omega, \] (17)
where we have defined the solution vector \( r := (u_1, u_2, u_3, p) \), the source vector \( f := (d\tilde{g}_1, d\tilde{g}_2, d\tilde{g}_3, f) \), the flux tensor
\[ \mathcal{F} := \begin{pmatrix} \frac{\partial F_1}{\partial \mathbf{r}} & \frac{\partial F_2}{\partial \mathbf{r}} & \frac{\partial F_3}{\partial \mathbf{r}} \end{pmatrix} := \phi^{-\frac{1}{2}} d \begin{pmatrix} p & 0 & 0 \\ 0 & p & 0 \\ 0 & 0 & p \\ u_1 & u_2 & u_3 \end{pmatrix} \] (18)
and
\[ \mathcal{G} := \begin{pmatrix} 1 & 0 & 0 & -\phi^{-\frac{1}{2}} \frac{\partial d}{\partial \mathbf{r}} \\ 0 & 1 & 0 & -\phi^{-\frac{1}{2}} \frac{\partial \phi}{\partial \mathbf{r}} \\ 0 & 0 & 1 & -\phi^{-\frac{1}{2}} \frac{\partial d}{\partial \mathbf{r}} \end{pmatrix}. \] (19)

We define
\[ \mathcal{A} = \sum_{k=1}^{3} n_k \frac{\partial F_k}{\partial \mathbf{r}} = \phi^{-\frac{1}{2}} d \begin{pmatrix} 0 & 0 & 0 & n_1 \\ 0 & 0 & 0 & n_2 \\ 0 & 0 & 0 & n_3 \end{pmatrix}, \] (20)
which has four eigenvalues \( -\phi^{-\frac{1}{2}} d, 0, 0, d\phi^{-\frac{1}{2}} d \) and distinct eigenvectors
\[ W_1 = \begin{pmatrix} -n_1 \\ -n_2 \\ -n_3 \\ 1 \end{pmatrix}, \quad W_2 = \begin{pmatrix} n_1 \\ 0 \\ 0 \end{pmatrix}, \quad W_3 = \begin{pmatrix} -n_3 \\ 0 \\ 1 \end{pmatrix}, \quad \text{and } W_4 = \begin{pmatrix} n_1 \\ 0 \\ 1 \end{pmatrix}. \] (21)
The system (17) can be considered as a steady state hyperbolic system [53]. Finally, following the upwind HDG framework in [46] we can construct the upwind HDG flux with scalar $\hat{p}$ and vector $\hat{u}$ trace unknowns as

\[
\hat{\mathbf{F}}(\hat{\mathbf{r}}) \cdot \mathbf{n} = \phi^{-1} d \begin{pmatrix}
    n_1 \hat{p} \\
    n_2 \hat{p} \\
    n_3 \hat{p}
\end{pmatrix} := \mathbf{F}(\mathbf{r}) \cdot \mathbf{n} + |\mathcal{A}|(\mathbf{r} - \hat{\mathbf{r}}) = \phi^{-1} d \begin{pmatrix}
    n_1 (p + (u - \hat{u}) \cdot n) \\
    n_2 (p + (u - \hat{u}) \cdot n) \\
    n_3 (p + (u - \hat{u}) \cdot n)
\end{pmatrix},
\]

where $\hat{\mathbf{r}} = (\hat{u}_1, \hat{u}_2, \hat{u}_3, \hat{p})$, $|\mathcal{A}| := W[D]W^{-1}$, $D$ is the diagonal matrix of eigenvalues of $W_1$, $W_2$, $W_3$ and $W_4$, and $W$ is the matrix of corresponding eigenvectors. Following [46], we can compute $\hat{u} \cdot \mathbf{n}$ as a function of $\hat{p}$, and hence $\hat{u} \cdot \mathbf{n}$ can be eliminated. The upwind HDG flux can be then written in terms of $\hat{p}$ as

\[
\hat{\mathbf{F}}(\hat{\mathbf{r}}) \cdot \mathbf{n} = \phi^{-1} d \begin{pmatrix}
    n_1 \hat{p} \\
    n_2 \hat{p} \\
    n_3 \hat{p}
\end{pmatrix} := \mathbf{F}(\mathbf{r}) \cdot \mathbf{n} + (p - \hat{p})
\]

where $\hat{\mathbf{r}} = (\hat{u}_1, \hat{u}_2, \hat{u}_3, \hat{p})$, $|\mathcal{A}| := W[D]W^{-1}$, $D$ is the diagonal matrix of eigenvalues of $W_1$, $W_2$, $W_3$ and $W_4$, and $W$ is the matrix of corresponding eigenvectors. Following [46], we can compute $\hat{u} \cdot \mathbf{n}$ as a function of $\hat{p}$, and hence $\hat{u} \cdot \mathbf{n}$ can be eliminated. The upwind HDG flux can be then written in terms of $\hat{p}$ as

\[
\hat{\mathbf{F}}(\hat{\mathbf{r}}) \cdot \mathbf{n} = \phi^{-1} d \begin{pmatrix}
    n_1 \hat{p} \\
    n_2 \hat{p} \\
    n_3 \hat{p}
\end{pmatrix} := \mathbf{F}(\mathbf{r}) \cdot \mathbf{n} + (p - \hat{p})
\]

3. HDG formulation

We denote by $\Omega_h := \bigcup_{i=1}^{N} K_i$, the mesh containing a finite collection of non-overlapping elements, $K_i$, that partition $\Omega$. Here, $h$ is defined as $h := \max_{i=1,...,N} diam(K_i)$. Let $\delta \Omega_h := \{\partial K : K \in \Omega_h\}$ be the collection of the boundaries of all elements. Let us define $E_h := E^b_h \cup E^i_h$ as the skeleton of the mesh which consists of the set of all uniquely defined faces/interfaces, where $E^b_h$ is the set of all boundary faces on $\partial \Omega_h$, and $E^i_h := E^b_h \setminus E^b_0$ is the set of all interior interfaces. For two neighboring elements $K^+$ and $K^-$ that share an interior interface $e = K^+ \cap K^-$, we denote by $q^e$ the trace of the solutions on $e$ from $K^\pm$. We define $\mathbf{n}$ as the unit outward normal vector on the boundary $\partial K^-$ of element $K^-$, and $\mathbf{n}^+ = -\mathbf{n}^-$ the unit outward normal of a neighboring element $K^+$. On the interior interfaces $e \in E_h^i$, we define the mean/average operator $[v]$, where $v$ is either a scalar or a vector quantify, as $[v] := (v^- + v^+)/2$, and the jump operator $[v \cdot \mathbf{n}] := v^- \cdot \mathbf{n}^- + v^+ \cdot \mathbf{n}^+$. On the boundary faces $e \in E_h^b$, we define the mean and jump operators as $[v] := v$, $[v] := v$.

Let $P^k(D)$ denote the space of polynomials of degree at most $k$ on a domain $D$. Next, we introduce discontinuous piecewise polynomial spaces for scalars and vectors as

\[
V_h(\Omega_h) := \{v \in L^2(\Omega_h) : v|_K \in P^k(K), \forall K \in \Omega_h\},
\]

\[
\Lambda_h(\Omega_h) := \{\lambda \in L^2(\Omega_h) : \lambda|_e \in P^k(e), \forall e \in \Omega_h\},
\]

\[
V_h(\Omega_h) := \{v \in L^2(\Omega_h)^m : v|_K \in P^k(K)^m, \forall K \in \Omega_h\},
\]

\[
\Lambda_h(\Omega_h) := \{\lambda \in L^2(\Omega_h)^m : \lambda|_e \in P^k(e)^m, \forall e \in \Omega_h\},
\]

and similar spaces $V_h(K), \Lambda_h(\Omega_h)$, by replacing $\Omega_h$ with $K$ and $E_h$ with $e$. Here, $m$ is the number of components of the vector under consideration.

We define the broken inner products as $(\cdot, \cdot)_\Omega_h := \sum_{K \in \Omega_h} (\cdot, \cdot)_K$ and $(\cdot, \cdot)_{\partial \Omega_h} := \sum_{\partial K \in \partial \Omega_h} (\cdot, \cdot)_{\partial K}$, and on the mesh skeleton as $(\cdot, \cdot)_\partial_h := \sum_{e \in \partial_h} (\cdot, \cdot)_e$. We also define the associated norms as $\| \cdot \|_{\Omega_h} := (\sum_{K \in \Omega_h} \| \cdot \|_K^2)^{1/2}$, $\| \cdot \|_{\partial \Omega_h} := (\sum_{\partial K \in \partial \Omega_h} \| \cdot \|_{\partial K}^2)^{1/2}$, and the weighted norm $\| \cdot \|_{\partial \Omega_h, \tau} := (\sum_{K \in \partial \Omega_h} \| \cdot \|_{\partial K, \tau}^2)^{1/2}$ (recall $\| \cdot \|_{\partial K, \tau} := \| \cdot \|_{\partial K} \tau$).

3.1. Weak form

From now on, we conventionally use $\mathbf{u}^c$, $p^r$ and $\hat{p}$ for the exact solution while $\mathbf{u}$, $p$ and $\hat{p}$ are used to denote the HDG solution. Unlike the DG approach, in which $\hat{p}$ on an interface is computed using information from neighboring elements that share that interface, i.e.,

\[
\hat{p} = \frac{1}{2} (\mathbf{u} \cdot \mathbf{n}) + \frac{p}{2},
\]

(24)
the idea behind HDG is to treat \( \hat{p} \) as a new unknown. Testing (16) or (17) with \((v, q)\) and integrating by parts we obtain the local solver for each element by replacing the flux \( \langle F \cdot n, (v, q) \rangle_{\partial K} \) with the HDG numerical flux \( \langle \hat{F} \cdot n, (v, q) \rangle_{\partial K} \). The local solver reads: find \((u, p, \hat{p}) \in V_h(K) \times V_h(K) \times \Lambda_h(\partial K)\) such that

\[
(u, v)_K - (\phi^{-1} \nabla d p, v)_K - (\phi^{-1} \nabla \cdot v, \phi)_K + (\phi^{-1} \hat{d} \phi, v \cdot n)_K = (d \hat{g}, v)_K, \tag{25a}
\]

\[
(p, q)_K + \left( \frac{1}{2} \phi^{-1} d \nabla \phi \cdot u, q \right)_K - \phi^{-1} d u \nabla q)_K + \phi^{-1} d (u \cdot n + (p - \hat{p})) \cdot q)_K = (f, q)_K, \tag{25b}
\]

for all \((v, q) \in V_h(K) \times V_h(K)\).

Clearly we need an additional equation to close the system since we have introduced an additional trace unknown \( \hat{p} \). The natural condition is the conservation, that is, the continuity of the HDG flux. For the HDG method to be conservative, it is sufficient to weakly enforce the continuity of the last component of the HDG flux (22) on each face \( e \) of the mesh skeleton, i.e.,

\[
\left\| \phi^{-1} d u \cdot n + \phi^{-1} d (p - \hat{p}) \right\|_e = 0, \quad \forall e \in \mathcal{E}_h^n, \tag{26}
\]

On degenerate faces, where \( \phi = 0 \), the conservation condition (26) is trivially satisfied. These faces would need to be sorted out and removed from the system. However, this creates implementation issues. To avoid this, we introduce a more general HDG flux

\[
\hat{F} \cdot n := \begin{bmatrix}
  n_1 \phi^{-1} d \hat{p} \\
  n_2 \phi^{-1} d \hat{p} \\
  n_3 \phi^{-1} d \hat{p} \\
  \phi^{-1} d u \cdot n + \tau (p - \hat{p})
\end{bmatrix}, \tag{27}
\]

where \( \tau \) is a positive function on the edge. For example, we can take \( \tau = \phi^{-1} d \) for non-degenerate faces (i.e., faces with \( \phi > 0 \)), and for degenerate ones (i.e. faces with \( \phi = 0 \)) we take \( \tau = \gamma > 0 \). Alternatively, we can take a single value \( \tau = O(1/h) \) over the entire mesh skeleton. We shall compare these choices in Section 4. With this HDG flux, the conservation condition (26) becomes

\[
\left\| \phi^{-1} d u \cdot n + \tau (p - \hat{p}) \right\|_e = 0, \quad \forall e \in \mathcal{E}_h^n, \quad \forall \hat{q} \in \Lambda_t(e). \tag{28}
\]

On the Dirichlet boundary \( \Gamma_D \), we impose the boundary data \( g_D \) to \( \hat{p} \) through the weak form of

\[
\langle \tau \hat{p}, \hat{q} \rangle_{\Gamma_D} = \langle \tau g_D, \hat{q} \rangle_{\Gamma_D}, \quad \forall \hat{q} \in \Lambda_t(\Gamma_D). \tag{29}
\]

With the general HDG flux (27) and Dirichlet boundary condition (11c), the local equation (25) now becomes

\[
(u, v)_K - (\phi^{-1} \nabla d p, v)_K - (\phi^{-1} \nabla \cdot v, \phi)_K + (\phi^{-1} \hat{d} \phi, v \cdot n)_K \downarrow K \cap \Omega_D = (d \hat{g}, v)_K, \tag{30a}
\]

\[
(p, q)_K + \left( \frac{1}{2} \phi^{-1} d \nabla \phi \cdot u, q \right)_K - (\phi^{-1} d u \nabla q)_K + \phi^{-1} d (u \cdot n + \tau (p - \hat{p})) \cdot q\rangle_K \downarrow K \cap \Omega_D = (f, q)_K. \tag{30b}
\]

The HDG comprises the local solver (30), the global equation (28) and the boundary condition (29). By summing (30) over all elements and (28) over the mesh skeleton, we obtain the complete HDG system with the weakly imposed Dirichlet boundary condition (29): find \((u, p, \hat{p}) \in V_h(\Omega_h) \times V_h(\Omega_h) \times \Lambda_h(\partial \Omega_h)\) such that

\[
(u, v)_{\Omega_h} - (\phi^{-1} \nabla d p, v)_{\Omega_h} - (\phi^{-1} \nabla \cdot v, \phi)_{\Omega_h} + (\phi^{-1} \hat{d} \phi, v \cdot n)_{\partial \Omega_h \cap \partial \Omega_D} = (d \hat{g}, v)_{\Omega_h} - (g_D, \phi^{-1} d v \cdot n)_{\Gamma_D}, \tag{31a}
\]

\[
(p, q)_{\Omega_h} + \left( \frac{1}{2} \phi^{-1} d \nabla \phi \cdot u, q \right)_{\Omega_h} - (\phi^{-1} d u \nabla q)_{\Omega_h} + \phi^{-1} d (u \cdot n + \tau (p - \hat{p})) \cdot q\rangle_{\partial \Omega_h \cap \partial \Omega_D} = (f, q)_{\Omega_h} + \langle \tau g_D, q \rangle_{\Gamma_D}, \tag{31b}
\]

\[
- \left\| \phi^{-1} d u \cdot n + \tau (p - \hat{p}) \right\|_{\partial \Omega_h \cap \partial \Omega_D} + \langle \tau \hat{p}, \hat{q} \rangle_{\Gamma_D} = \langle \tau g_D, \hat{q} \rangle_{\Gamma_D}. \tag{31c}
\]
for all \((v, q, \hat{q}) \in V_h(\Omega_h) \times V_h(\Omega_h) \times \Lambda_h(\hat{E}_h)\). Note that this form resembles the weak Galerkin framework \([49, 50, 51, 52]\).

The HDG computation consists of three steps: first, solve the local solver for \((u, \hat{u}, p)\) as a function of \(\hat{p}\) element-by-element, completely independent of each other; second, substitute \((u, \hat{u}, p)\) into the global equation (28) to solve for \(\hat{p}\) on the mesh skeleton; and finally recover the local volume unknown \((u, \hat{u}, p)\) in parallel.

3.2. Well-posedness

Let us denote the bilinear form on the left hand side of (31) as \(a((u, p, \hat{p}); (v, q, \hat{q}))\) and the linear form on right hand side as \(\ell((v, q, \hat{q}))\). We begin with an energy estimate for the HDG solution.

**Proposition 1** (Discrete energy estimate). Suppose \(g_D \in L^2(\Gamma_D), f \in L^2(\Omega_h),\) and \(d(\phi)g \in L^2(\Omega_h)\). If \(\tau = O(1/h)\), then it holds that

\[
a((u, p, \hat{p}); (u, p, \hat{p})) = ||u||^2_{2h} + ||p||^2_{2h} + ||\hat{p}||^2_{1\Omega,\tau} + ||\hat{p} - \hat{p}||^2_{\partial\Omega_h(\Gamma_{\Omega,\tau})}
\]

\[
\leq c \left( ||g||_{L^2_{p,\tau}} + ||g||_{L^2_{\Omega_h}} + ||f||^2_{L^2_{\Omega_h}} \right),
\]

for some positive constant \(c = c(\phi, d, \tau, h, k)\). In particular, there is a unique solution \((u, p, \hat{p})\) to the HDG system (31).

**Proof.** We start with the following identities

\[
-a((u, p, \hat{p}); (u, p, \hat{p})) = ||u||^2_{2h} + ||p||^2_{2h} + ||\hat{p}||^2_{1\Omega,\tau} + ||\hat{p} - \hat{p}||^2_{\partial\Omega_h(\Gamma_{\Omega,\tau})} =
\]

\[
-\left( g_D, \phi^{-1} d u \cdot n \right)_{\Gamma_D} + \left( \tau g_D, p \right)_{\Omega_h} + \left( \tau g_D, \hat{p} \right)_{\Omega_h} + \left( d(\phi)g, u \right)_{\Omega_h} + (f, p)_{\Omega_h},
\]

which, after invoking the Cauchy-Schwarz and Young inequalities, becomes

\[
a((u, p, \hat{p}); (u, p, \hat{p})) \leq \frac{1}{2E_1} ||g||^2_{L^2_{p,\tau}} + \frac{E_1}{2} ||u||^2_{2\Omega,\tau},
\]

\[
+ \frac{1}{2E_2} ||g||^2_{L^2_{p,\tau}} + \frac{E_2}{2} ||p - \hat{p}||^2_{L^2_{p,\tau}} + \frac{1}{2E_3} ||d(\phi)g||^2_{L^2_{\Omega_h}} + \frac{E_3}{2} ||u||^2_{L^2_{\Omega_h}} + \frac{1}{2E_4} ||f||^2_{L^2_{\Omega_h}} + \frac{E_4}{2} ||p||^2_{L^2_{\Omega_h}},
\]

which yields the desired energy estimate after applying an inverse trace inequality (c.f. Lemma (A.1)) for the second term on right hand side and choosing sufficiently small values for \(E_1, E_2, E_3, E_4\).

Since the HDG system (31) is linear and square in terms of the HDG variables \((u, p, \hat{p})\), the uniqueness result in Proposition 1 implies existence and stability, and hence the well-posedness of the HDG system.

**Lemma 1** (Consistency). Suppose \((\hat{u}^*, p^*)\) is a weak solution of (11), which is sufficiently regular. Then \((\hat{u}^*, p^*, p^*|_{E_h})\) satisfies the HDG formulation (31). In particular, the Galerkin orthogonality holds, i.e.,

\[
a((u - u^*, p^* - p, p^*|_{E_h} - \hat{p}); (v, q, \hat{q})) = 0, \quad \forall (v, q, \hat{q}) \in V_h(\Omega_h) \times V_h(\Omega_h) \times \Lambda_h(\hat{E}_h).
\]

The proof is a simple application of integration by parts and hence omitted.
3.3. Error analysis

We restrict the analysis for simplicial meshes and adopt the projection-based error analysis in [31]. To begin, we define \( \bar{p}^r \) as the trace of \( p^r \). For any element \( K, e \in \mathcal{E}_h, e \subset \partial K \), we denote by \( P\left(u^r, p^r, \bar{p}^r\right) := \left(\mathbb{P}u^r, \mathbb{P}p^r, \Pi \bar{p}^r\right) \), where \( \Pi \) is the standard \( L^2 \)-projection, a collective projection of the exact solution. Let us define

\[
e^u_k := u^r - \mathbb{P}u^r, \quad e^\varepsilon_k := u - \mathbb{P}u,
\]

\[
e^p_k := p^r - \mathbb{P}p^r, \quad e^\varepsilon_p := p - \mathbb{P}p^r, \quad \varepsilon^p := \bar{p} - \Pi \bar{p}^r,
\]

and then the projections \( \mathbb{P}u^r \) and \( \mathbb{P}p^r \) are defined by

\[
(e^u_k, v)_K = 0, \quad v \in [\mathcal{P}_{k-1}(K)]^d_{\text{lin}},
\]

\[
(e^p_k, q)_k = 0, \quad q \in \mathcal{P}_{k-1}(K),
\]

\[
\left\langle a e^u_k \cdot n + \tau e^p_k, \hat{q} \right\rangle_e = 0, \quad \hat{q} \in \mathcal{P}_k(e),
\]

for each \( K \in \Omega_h, e \in \mathcal{E}_h \) and \( e \subset \partial K \). Here \( \alpha \), to be defined below, is a positive constant on each face \( e \) of element \( K \).

**Lemma 2.** Let \( \tau_K := \tau/\alpha \). The projections \( \mathbb{P}u^r \) and \( \mathbb{P}p^r \) are well-defined, and

\[
\|e^u_k\|_{L^2(K)} + h\|e^u_k\|_{L^2(\Omega)} \leq c h^{k+1} \|u^r\|_{L^2(K)} + c h^{k+1} \|p^r\|_{L^2(K)}
\]

\[
\|e^p_k\|_{L^2(K)} + h\|e^p_k\|_{L^2(\Omega)} \leq c h^{k+1} \|\nabla \cdot u^r\|_{L^2(K)} + c h^{k+1} \|p^r\|_{L^2(K)}
\]

where \( \tau_{\text{max}} := \max \tau_K |_{\partial K} \) and \( \tau^*_K \) is the edge on which \( \tau_K \) is maximum.

The proof can be obtained from [31].

Since the interpolation errors \( e^u_k, e^p_k \) and \( e^\varepsilon_k \) have optimal convergence order, by the triangle inequality, the convergence rates of the total errors \( e^u = e^u_k + e^\varepsilon_k, e^p = e^p_k + e^\varepsilon_p \), and \( e^\varepsilon = e^\varepsilon_k + e^\varepsilon_p \) are determined by those of the discretization errors \( e^u_k, e^p_k \) and \( e^\varepsilon_k \). We use an energy approach to estimate the discretization errors. To begin, let us define

\[
\mathcal{E}_h^2 := \|e^u_k\|_{\Omega_h}^2 + \|e^p_k\|_{\Omega_h}^2 + \|e^\varepsilon_k\|_{\Omega_h}^2 + \|e^\varepsilon_p\|_{\Omega_h}^2 + \|e^\varepsilon\|_{\Omega_h}^2.
\]

**Lemma 3 (Error equation).** It holds that

\[
\mathcal{E}_h^2 = -\left(\phi^{-1} e^u_k \cdot \nabla \cdot (d e^u_k)|_{\Omega_h}\right)_{\Omega_h} + \left(\phi^{-1} d e^p_k, e^\varepsilon_k \cdot n\right)_{\partial \Omega_h \backslash \Gamma_D} - \left(d e^u_k, \nabla \left(\phi^{-1} e^\varepsilon_k\right)\right)_{\Omega_h} + \left(\phi^{-1} d - \alpha\right) e^u_k \cdot n, e^u_k \cdot n\right)_{\partial \Omega_h \backslash \Gamma_D} + \left(\phi^{-1} d - \alpha\right) e^u_k \cdot n, e^\varepsilon_k \right)_{\Gamma_D}
\]

\[
\text{(40)}
\]

**Proof.** The proof is straightforward by first adding and subtracting appropriate projections in the Galerkin orthogonality equation (35), second using the definition of the projections (39), and finally taking \( v = e^u_k, q = e^p_k \), and \( \hat{q} = e^\varepsilon_k \).

The next step is to estimate \( A, B, C \) and \( D \). To that end, we define \( \alpha \) on faces of an element \( K \) as

\[
\alpha := \begin{cases} \phi^{-1} d & \text{if } \phi^{-1} d \neq 0, \\ 1 & \text{otherwise}. \end{cases}
\]

\[
\text{(41)}
\]

where \( \phi^{-1} d \) is the average of \( \phi^{-1} d \) on the element \( K \).
Lemma 4 (Estimation for A). There exists a positive constant \( c = c(\phi, d) \) such that

\[
|A| \leq c \left\| \epsilon_p^f \right\|_{\Omega_h} \left\| \epsilon_n^h \right\|_{\Omega_h}.
\]

Proof. We have

\[
|A| \leq \left\| \left( \epsilon_p^f, \phi^{-\frac{1}{2}} \nabla \cdot \epsilon_n^h \right)_{\Omega_h} \right\| + \left\| \left( \epsilon_p^f, \phi^{-\frac{1}{2}} d \nabla \cdot \epsilon_n^h \right)_{\Omega_h} \right\|.
\]

Bounding the first term is straightforward:

\[
\left\| \left( \epsilon_p^f, \phi^{-\frac{1}{2}} \nabla \cdot \epsilon_n^h \right)_{\Omega_h} \right\| \leq c \left\| \phi^{-\frac{1}{2}} \nabla \right\|_{W^{1,\infty}(\Omega_h)} \left\| \epsilon_n^h \right\|_{\Omega_h}.
\]

For the second term, we have

\[
\left\| \left( \epsilon_p^f, \phi^{-\frac{1}{2}} d \nabla \cdot \epsilon_n^h \right)_{\Omega_h} \right\| \leq \left\| \nabla \right\|_{W^{1,\infty}(\Omega_h)} \left\| \epsilon_n^h \right\|_{\Omega_h},
\]

where we have used (39b) in the first equality, the Cauchy-Schwarz inequality and the Bramble–Hilbert lemma (see, e.g., [54]) in the first inequality, and Lemma 8 (in the appendix) in the last inequality. Here, \( W^{1,\infty} \) is a standard Sobolev space.

\[ \square \]

Lemma 5 (Estimation for B). There exists a positive constant \( c = c(\phi, d) \) such that

\[
|B| \leq c h^\frac{1}{2} \left\| \epsilon_p^f \right\|_{\partial \Omega_h} \left\| \epsilon_n^h \right\|_{\Omega_h}.
\]

Proof. We have

\[
|B| = \left\| \left( \epsilon_p^f, \phi^{-\frac{1}{2}} d - \phi^{-\frac{1}{2}} \hat{d} \right) \epsilon_n^h \cdot n \right\|_{\partial \Omega_h(\Gamma_0)} \leq \left\| \epsilon_p^f \right\|_{\partial \Omega_h(\Gamma_0)} \left\| \phi^{-\frac{1}{2}} d - \phi^{-\frac{1}{2}} \hat{d} \right\|_{L^\infty(\partial \Omega_h(\Gamma_0))} \left\| \epsilon_n^h \right\|_{\partial \Omega_h(\Gamma_0)}
\]

\[
\leq c h \left\| \phi^{-\frac{1}{2}} d - \phi^{-\frac{1}{2}} \hat{d} \right\|_{L^\infty(\partial \Omega_h(\Gamma_0))} \left\| \epsilon_p^f \right\|_{\partial \Omega_h(\Gamma_0)} \left\| \epsilon_n^h \right\|_{\partial \Omega_h(\Gamma_0)},
\]

where we have used the property of \( L^2 \)-projection \( \Pi \widehat{\phi} \) in the first equality, the Cauchy-Schwarz inequality in the first inequality, and the Bramble–Hilbert lemma in the last inequality. Now the best approximation of \( \Pi \widehat{\phi} \) implies \( \left\| \epsilon_p^f \right\|_{\partial \Omega_h(\Gamma_0)} \leq \left\| \epsilon_p^f \right\|_{\partial \Omega_h(\Gamma_0)} \) and (A.4) gives the result.

\[ \square \]

Lemma 6 (Estimation for C). There exists a positive constant \( c = c(\phi, d) \) such that

\[
|C| \leq c \left\| \epsilon_n^h \right\|_{\Omega_h} \left\| \epsilon_p^f \right\|_{\Omega_h}.
\]

Proof. We have

\[
|C| \leq \left\| \left( \frac{1}{2} \phi^{-\frac{1}{2}} d \nabla \phi \cdot \epsilon_n^h \right) \right\|_{\Omega_h} + \left\| \left( \epsilon_n^h, \phi^{-\frac{1}{2}} \nabla \epsilon_p^f \right) \right\|_{\Omega_h}.
\]

The rest of the proof is similar to that of Lemma 4 by using (39a).

\[ \square \]

Lemma 7 (Estimation for D). There exists a positive constant \( c = c(\phi, d) \) such that

\[
|D| \leq c \beta \left\| \epsilon_n^h \right\|_{\Omega_h(\Gamma_0)} \left( \left\| \epsilon_p^f - \epsilon_n^h \right\|_{\Omega_h(\Gamma_0)} + \left\| \epsilon_p^f \right\|_{\Gamma_0(\Gamma_0)} \right),
\]

where

\[
\beta := \begin{cases} 
\frac{1}{2} h & \text{if } \phi^{-\frac{1}{2}} d \neq 0 \quad \forall K \in \Omega_h \\
1 & \text{otherwise} 
\end{cases}
\]

\[ 9 \]
Using the results in Lemmas 3—7 and the Cauchy-Schwarz inequality, we have
\[ |D| \leq \| \phi^{-\frac{1}{2}} d - \alpha \|_{L^2(\Omega_h)} \| u_h^0 \|_{\partial \Omega, r^{-1}} \left( \sum_{k} \left( \| e^k_{\beta} - e^k_{\alpha} \|_{\partial \Omega, r^{-1}} + \| e^k_{\alpha} \|_{\Gamma, \tau} \right) \right). \]

Now using the definition of \( \alpha \) in (41) and the Bramble–Hilbert lemma,
\[ \| \phi^{-\frac{1}{2}} d - \alpha \|_{L^2(\Omega_h)} \leq \| \phi^{-\frac{1}{2}} d - \alpha \|_{L^2(\Omega, r)} \leq c \beta, \]
and this ends the proof.

Now comes the main result of this section.

**Theorem 1.** Suppose \( u^r \in [H^{k+1}(\Omega_h)]_{dim} \) and \( p^r \in H^{k+1}(\Omega_h) \). Then
\[ \| e^r_u \|_{\Omega_h} + \| e^r_p \|_{\Omega_h} + \| e^r_{\partial \Omega, r^{-1}} + \| e^r_p - e^r_{\alpha} \|_{\partial \Omega, \Gamma, \tau} \]
\[ \leq c \left( \| u^r \|_{L^2(\Omega_h)} + \| p^r \|_{L^2(\Omega_h)} \right) \times \begin{cases} \frac{h^{k+1}}{h^{k+\frac{1}{2}}} & \text{if } \phi^{-\frac{1}{2}} d \neq 0 \quad \forall K \in \Omega_h, \\ otherwise \end{cases} \]
where \( c = c(\phi, d, \tau) \) is a positive constant independent of \( h \).

**Proof.** Using the results in Lemmas 3—7 and the Cauchy-Schwarz inequality, we have
\[ E_h^2 \leq c \left( \| e^r_{\beta} \|_{\Omega_h}^2 + \beta h \| e^r_{\alpha} \|_{\Omega_h}^2 + \| e^r_{\partial \Omega, r^{-1}}^2 + \| e^r_p - e^r_{\alpha} \|_{\partial \Omega, \Gamma, \tau}^2 \right)^{\frac{1}{2}} \times \]
\[ \left( \| e^r_{\beta} \|_{\Omega_h}^2 + \| e^r_{\alpha} \|_{\Omega_h}^2 + \| e^r_p - e^r_{\alpha} \|_{\partial \Omega, \Gamma, \tau}^2 + \| e^r_{\partial \Omega, r^{-1}}^2 \right)^{\frac{1}{2}} \]
\[ \leq c \left( \| e^r_{\beta} \|_{\Omega_h}^2 + \beta h \| e^r_{\alpha} \|_{\Omega_h}^2 + \| e^r_{\partial \Omega, r^{-1}}^2 + \| e^r_p - e^r_{\alpha} \|_{\partial \Omega, \Gamma, \tau}^2 \right)^{\frac{1}{2}} \times E_h. \] (42)

The estimate for \( \| e^r_{\beta} \|_{\Omega_h}^2 \) and \( \| e^r_{\alpha} \|_{\Omega_h}^2 \) can be obtained directly from Lemma 2. Now using Lemma 9 in the appendix and approximation properties of \( P_{\tau, h} P_{\tau, h} p^r \) in Lemma 2 gives
\[ \| e^r_{\beta} \|_{\Omega_h}^2 \leq c \sum_{k} \left( \| \nabla e^r_{\beta} \|_{0,K} + h^{-1} \| e^r_{\beta} \|_{0,K} \right) \| e^r_{\beta} \|_{0,K} \leq c h^{2k+1} \left( \max_{K} \frac{1}{r_{\max}} \| u^r \|_{L^2(\Omega_h)} + \| p^r \|_{L^2(\Omega_h)} \right)^2. \] (43)

Similarly we can obtain
\[ \| e^r_{\alpha} \|_{\partial \Omega, r^{-1}}^2 \leq c h^{2k+1} \max_{K} \frac{1}{r_{\max}} \left( \| u^r \|_{L^2(\Omega_h)} + \max_{K} r_{K}^+ \| p^r \|_{L^2(\Omega_h)} \right)^2. \] (44)

The assertion is now ready by combining the inequalities (42)—(44), the definition of \( \beta \), and the Cauchy-Schwarz inequality.

**Remark 1.** When the system is degenerate, but the exact solution is piecewise smooth, the convergence rate is suboptimal by half order. The above proof, especially inequality (44), shows that this suboptimality may not be improved by using \( \tau = O(h^{-1}) \). The reason is that the gain by half order from \( \max_{K} r_{K}^+ \frac{1}{2} \) is taken away by the loss of half order from \( \max_{K} r_{K}^+ r_{K}^+ \). This will be confirmed in our numerical studies of the sensitivity of \( \tau \) on the convergence rate in Section 4.4.
4. Numerical results

In this section, we present numerical examples to support the HDG approach and its convergence analysis. For a non-degenerate case, we consider a sine solution test, while for degenerate cases, we choose smooth and non-smooth solution tests [17]. We take the upwind based parameter $\tau = \frac{1}{2}d$ for a non-degenerate case, and the generalized parameter

$$
\tau = \begin{cases} 
\frac{1}{2}d & \text{for } \phi > 0, \\
1/h & \text{for } \phi = 0
\end{cases}
$$

for degenerate cases. We also conduct several numerical computations to understand if the stabilization parameter $\tau$ can affect the accuracy of the HDG solution and its convergence rate. We assume that porosity $\phi$ is known and $d = \phi$ in all the numerical examples. The domain $\Omega$ is chosen as $\Omega = (0, 1)^{\dim}$ or $\Omega = (-1, 1)^{\dim}$, which is either uniformly discretized with $n_e$ rectangular tensor product elements in each dimension (so that the total number of elements is $N_e = n_e^{\dim}$), or $N_e$ triangular elements. Though we have rigorous optimal convergence theory for only simplicial meshes (see Theorem 1), a similar result is expected for quadrilateral/hexahedral meshes (see the numerical results in the following sections). Since rectangular meshes are convenient for all problems in this paper with simple interfaces between the fluid melt and the solid matrix, we use rectangular meshes hereafter, except for the test in Section 4.1.

4.1. Non-degenerate case

We consider a non-degenerate case on $\Omega = (0, 1)^2$ with the porosity given by $\phi = \exp(2(x + y))$. We choose the pressure to be $\bar{p}^r = \exp(-(x + y)) \sin(m_x \pi x) \sin(m_y \pi y)$. The corresponding manufactured scaled solutions are given as

$$
\bar{p}^r = \sin(m_x \pi x) \sin(m_y \pi y), \quad (45a)
$$

$$
u_x^r = \exp(x + y) \sin(m_y \pi y) (\sin(m_x \pi x) - m_x \pi \cos(m_x \pi x)), \quad (45b)
$$

$$
u_y^r = \exp(x + y) \sin(m_x \pi x) \left( \sin(m_y \pi y) - m_y \pi \cos(m_y \pi y) \right). \quad (45c)
$$

Here, we take $m_x = 2$ and $m_y = 3$.

![Figure 1. Coarse grids for non-degenerate case with (a) rectangular and (b) triangular elements.](image)

Table 1 shows $h$-convergence results in the $L^2(\Omega_h)$-norm using a sequence of nested meshes with $N_e = \{8^2, 32^2, 128^2\}$ for rectangular and $N_e = \{104, 416, 1664\}$ for triangular elements, respectively. The corresponding coarse meshes are shown in Figure 1. We observe approximately the optimal convergence rates of $(k + 1)$ for both scaled pressure $p$ and scaled velocity $u$ for both mesh types.
4.2. Degenerate case with a smooth solution

Following [17] we consider the smooth pressure of the form \( \tilde{p}^e = \cos(6xy^2) \) on \( \Gamma = (-1,1)^2 \) and the following degenerate porosity

\[
\phi = \begin{cases} 
0, & x \leq -\frac{3}{4} \text{ or } y \leq -\frac{3}{4}, \\
(x + \frac{3}{4})y(x + \frac{3}{4})^{2y}, & \text{otherwise}.
\end{cases}
\] (46)

We note that \( \phi^{-1} \nabla \phi \in L^\infty(\Omega) \) for \( \alpha \geq 2 \), and we take \( \alpha = 2 \). The one-phase region is denoted as \( \Omega_1 := \{(x,y) : x \leq -\frac{3}{4} \text{ or } y \leq -\frac{3}{4}\} \) with \( \phi = 0 \), and the two-phase region is given by \( \Omega_2 := \{(x,y) : -\frac{3}{4} < x < 1 \text{ and } -\frac{3}{4} < y < 1\} \) with \( \phi > 0 \). We define the intersection of these two regions by \( \partial \Omega_{12} := \Omega_1 \cap \Omega_2 \). In \( \Omega_1 \), the exact scaled pressure and scaled velocity vanish. In \( \Omega_2 \), the exact solutions are given by

\[
p^e = \left( x + \frac{3}{4} \right)^2 \left( y + \frac{3}{4} \right)^2 \cos(6xy^2),
\] (47a)

\[
\alpha_x' = 6y^2 \left( x + \frac{3}{4} \right)^2 \left( y + \frac{3}{4} \right)^{2y} \sin(6xy^2),
\] (47b)

\[
\alpha_y' = 12xy \left( x + \frac{3}{4} \right)^2 \left( y + \frac{3}{4} \right)^{2y} \sin(6xy^2).
\] (47c)

In Figure 2 are the contours of the pressure \( \tilde{p} \) and the scaled pressure \( p \) computed from our HDG method using \( N_p = 64^2 \) rectangular elements and solution order \( k = 4 \). We observe that the pressure \( \tilde{p} \) changes smoothly in the two-phase region \( \Omega_2 \), but abruptly becomes zero in the one-phase region \( \Omega_1 \). The sudden pressure jump on the intersection \( \Omega_{12} \) is alleviated with the use of the scaled pressure \( p \).

For a convergence study, we use a sequence of meshes with \( n_e = \{16, 32, 64, 128\} \) and with \( k = \{1, 2, 3, 4\} \). Here we choose an even number of elements so that the mesh skeleton aligns with the intersection \( \partial \Omega_{12} \). As can be seen in Figure 3, the convergence rate of \( (k + \frac{1}{2}) \) is observed more or less for both the scaled pressure \( p \) and the scaled velocity \( u \), and this agrees with Theorem 1 for the degenerate case with a piecewise smooth solution.

Table 1. Non-degenerate case: the results show that the HDG solutions for scaled pressure \( p \) and scaled velocity \( u \) converge to the exact solution with optimal order of \( k + 1 \) for both triangular and rectangular meshes. The upwind based parameter \( r = \phi^{-1} d \) is used.

<table>
<thead>
<tr>
<th>( k )</th>
<th>( h )</th>
<th>Rectangular elements</th>
<th>Triangular elements</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>error</td>
<td>order</td>
</tr>
<tr>
<td>0.0312</td>
<td>1.3628E-02</td>
<td>3.654E-01</td>
<td>1.395</td>
</tr>
<tr>
<td>0.0156</td>
<td>1.159E-02</td>
<td>1.646</td>
<td>2.878E-01</td>
</tr>
<tr>
<td>0.0078</td>
<td>1.339E-03</td>
<td>1.775</td>
<td>8.804E-02</td>
</tr>
<tr>
<td>0.0312</td>
<td>1.067E-03</td>
<td>2.734E-02</td>
<td>-</td>
</tr>
<tr>
<td>0.0156</td>
<td>1.597E-04</td>
<td>2.741</td>
<td>4.272E-03</td>
</tr>
<tr>
<td>0.0078</td>
<td>2.226E-05</td>
<td>2.843</td>
<td>6.170E-04</td>
</tr>
<tr>
<td>0.0312</td>
<td>1.970E-05</td>
<td>4.691E-04</td>
<td>-</td>
</tr>
<tr>
<td>0.0156</td>
<td>1.405E-06</td>
<td>3.809</td>
<td>3.478E-05</td>
</tr>
<tr>
<td>0.0078</td>
<td>9.480E-08</td>
<td>3.890</td>
<td>2.414E-06</td>
</tr>
<tr>
<td>0.0312</td>
<td>3.327E-07</td>
<td>8.829E-06</td>
<td>-</td>
</tr>
<tr>
<td>0.0156</td>
<td>1.168E-08</td>
<td>4.832</td>
<td>3.211E-07</td>
</tr>
<tr>
<td>0.0078</td>
<td>3.906E-10</td>
<td>4.903</td>
<td>1.115E-08</td>
</tr>
</tbody>
</table>
Figure 2. Degenerate case with a smooth solution: (a) contour plot of the pressure $\tilde{p}$ field and (b) contour plot of the scaled pressure $p$ with $N_e = 64^2$ and $k = 4$. The pressure field changes smoothly in the two-phase region $\Omega_2$, but suddenly becomes zero in the one-phase region $\Omega_1$. The abrupt change near the intersection $\Omega_{12}$ between the one- and two-phase regions is alleviated with the use of the scaled pressure $p$.

Figure 3. Degenerate case with a smooth solution: convergence study for (a) the scaled pressure $p$ field and (b) the scaled velocity $u$ field. The $(k + \frac{1}{2})$ convergence rates are obtained approximately for both the scaled pressure $p$ and the scaled velocity $u$. 
4.3. Degenerate case with low solution regularity

Similar to [17], we choose the exact pressure to be \( p^e = y(y - 3x)(x + \frac{3}{4})^\beta \), with \( \beta = \frac{1}{4} \) or \( \frac{1}{2} \), and the porosity \( \phi \) is defined in (46). Similar to Section 4.2, we take \( \alpha = 2 \). The exact solutions then read

\[
p^e = y(y - 3x)\left(x + \frac{3}{4}\right)^{\frac{5}{4}\beta}\left(y + \frac{3}{4}\right)^{\alpha},
\]

\[
u^e_x = y\left(\beta(3y - h) + 3\left(x + \frac{3}{4}\right)\right)\left(x + \frac{3}{4}\right)^{\frac{3}{4}\alpha + \beta - 1}\left(y + \frac{3}{4}\right)^{2\alpha},
\]

\[
u^e_y = (3x - 2y)\left(x + \frac{3}{4}\right)^{\alpha + \beta}\left(y + \frac{3}{4}\right)^{2\alpha}.
\]

The pressure and the scaled pressure fields are simulated with \( N_e = 64^2 \) and \( k = 4 \) for the two different cases: \( \beta = \frac{1}{4} \) and \( \beta = \frac{1}{2} \) in Figure 4. As can be seen from (48) and Figure 4 that smaller \( \beta \) implies lower solution regularity. The pressure field with \( \beta = \frac{1}{2} \) is less regular than that with \( \beta = \frac{1}{4} \). For both cases, we also observe that the pressure \( \tilde{p} \) fields become stiffer (stiff “boundary layer”) near the intersection at \( x = -\frac{1}{4} \), while the scaled pressure \( p \) fields are much less stiff.

![Figure 4. Degenerate case with low solution regularity: simulated with \( N_e = 64^2 \) and \( k = 4 \) are (a) pressure \( \tilde{p} \) for \( \beta = \frac{1}{4} \), (b) scaled pressure \( p \) for \( \beta = \frac{1}{4} \), (c) pressure \( \tilde{p} \) with \( \beta = \frac{1}{2} \), and (d) scaled pressure \( p \) for \( \beta = \frac{1}{2} \). The pressure field with \( \beta = \frac{1}{2} \) is less regular than that with \( \beta = \frac{1}{4} \). In both cases, the pressure fields have low regularity near the intersection \( \Omega_{12} \).

When \( \beta = \frac{1}{2} \), the scaled pressure \( p \) and the scaled velocity \( u \) reside in \( H^{1.25 - \epsilon} \) for \( \epsilon > 0 \) [17]. In order to see how the HDG solution behaves for this case, we perform a convergence study with \( n_e = [16, 32, 64, 128] \) and \( k = [1, 2, 4, 8] \). As shown in Figure 5, the scaled pressure \( p \) and the scaled velocity \( u \) converge to the exact counterparts with the rate of about 1.25. Note that though our error analysis in Section 3.3 considers exact solutions residing in standard Sobolev spaces with integer powers, it can be straightforwardly extended to solutions in fractional Sobolev spaces. For this example, the convergence rate is bounded above by 1.25 – \( \epsilon \) regardless of the solution order. However, the high order HDG solutions are still beneficial in terms of accuracy, for example, the HDG solution with \( k = 8 \) is 4.5 times more accurate than that with \( k = 4 \).

When \( \beta = \frac{1}{4} \), the scaled pressure \( p \) and the scaled velocity \( u \) lie in \( H^{0.75 - \epsilon} \) for \( \epsilon > 0 \) [17]. We conduct a convergence study with \( n_e = [16, 32, 64, 128] \) and \( k = [1, 2, 4, 8] \). As shown in Figure 6, the convergence rate of about 0.75 is observed for both the scaled pressure \( p \) and the scaled velocity \( u \). Similar to the case of \( \beta = \frac{1}{2} \), high order HDG solutions, in spite of more computational demand, are beneficial from an accuracy standpoint. For instance, the HDG solution with \( k = 8 \) is 2.5 times more accurate than that with \( k = 4 \).

4.4. Sensitivity of \( \tau \) for the degenerate case with smooth solution

In this section we assess numerically whether the sub-optimality in Theorem 1 is sharp. To that end, we consider the degenerate example with smooth solution in Section 4.2 again here. Recall that the generalized parameter \( \tau \) is
We first compare the convergence rates for three different values of $\gamma$, namely $\gamma \in \{1/h, 1, 10\}$, and the numerical results (not shown here) show that the convergence rates are the same and are sub-optimal by half order. For that reason we show only the case when $\gamma = 1/h$ in the fourth column of Tables 2 and 3, in which we report the convergence rates of $p$ and $u$, respectively.

We now present convergence rates for the cases where we use a single value for $\tau$ over the entire mesh skeleton $\mathcal{E}_h$. We consider three cases: $\tau = (1/h, 1, 10)$. The convergence rates of $p$ and $u$ for these parameters are shown in the sixth, eighth, and tenth columns of Tables 2 and 3. The results for $\tau = 1$ and $\tau = 10$ show the convergence rate of about $(k + 1)$ for both the scaled pressure $p$ and the scaled velocity $u$, then approach the predicted asymptotic rate of $(k + \frac{1}{2})$ as the grid is refined. If we look at
Table 2. Degenerate case with a smooth solution: the errors $\|p^\epsilon - p\|_{L^2}$ and the convergence rates for the scaled pressure. Four cases are presented: $\tau$ given (49), $\tau = \frac{1}{4}$, $\tau = 1$ and $\tau = 10$.

<table>
<thead>
<tr>
<th>$k$</th>
<th>$h$</th>
<th>$\tau = \frac{1}{h}$ for $\phi &gt; 0$ error order</th>
<th>$\tau = \frac{1}{h}$ for $\phi = 0$ error order</th>
<th>$\tau = 1$ error order</th>
<th>$\tau = 10$ error order</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1250</td>
<td>7.534E-01</td>
<td>1.752E-01</td>
<td>2.606E-00</td>
<td>3.827E-01</td>
</tr>
<tr>
<td></td>
<td>0.0625</td>
<td>2.188E-01</td>
<td>1.874</td>
<td>4.107E-02</td>
<td>2.093</td>
</tr>
<tr>
<td></td>
<td>0.0312</td>
<td>7.323E-02</td>
<td>1.579</td>
<td>9.138E-03</td>
<td>2.168</td>
</tr>
<tr>
<td></td>
<td>0.0156</td>
<td>2.403E-02</td>
<td>1.608</td>
<td>2.306E-03</td>
<td>1.987</td>
</tr>
<tr>
<td>2</td>
<td>0.1250</td>
<td>1.004E-01</td>
<td>–</td>
<td>3.313E-02</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>0.0625</td>
<td>1.819E-02</td>
<td>2.465</td>
<td>3.313E-03</td>
<td>3.321</td>
</tr>
<tr>
<td></td>
<td>0.0312</td>
<td>3.083E-03</td>
<td>2.561</td>
<td>3.887E-04</td>
<td>3.092</td>
</tr>
<tr>
<td></td>
<td>0.0156</td>
<td>4.907E-04</td>
<td>2.651</td>
<td>6.161E-05</td>
<td>2.658</td>
</tr>
<tr>
<td>3</td>
<td>0.1250</td>
<td>1.016E-02</td>
<td>–</td>
<td>2.815E-03</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>0.0625</td>
<td>8.531E-04</td>
<td>3.574</td>
<td>1.651E-04</td>
<td>4.092</td>
</tr>
<tr>
<td></td>
<td>0.0312</td>
<td>6.857E-05</td>
<td>3.637</td>
<td>1.098E-05</td>
<td>3.910</td>
</tr>
<tr>
<td></td>
<td>0.0156</td>
<td>5.239E-06</td>
<td>3.710</td>
<td>8.459E-07</td>
<td>3.698</td>
</tr>
<tr>
<td>4</td>
<td>0.1250</td>
<td>7.243E-04</td>
<td>–</td>
<td>2.445E-04</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>0.0625</td>
<td>3.700E-05</td>
<td>4.291</td>
<td>7.196E-06</td>
<td>5.086</td>
</tr>
<tr>
<td></td>
<td>0.0312</td>
<td>1.615E-06</td>
<td>4.518</td>
<td>2.170E-07</td>
<td>5.051</td>
</tr>
<tr>
<td></td>
<td>0.0156</td>
<td>6.562E-08</td>
<td>4.621</td>
<td>8.533E-09</td>
<td>4.669</td>
</tr>
</tbody>
</table>

4.5. Non-degenerate case in three dimensions

We consider finally a non-degenerate case on $\Omega = (0, 1)^3$ with the positive porosity $\phi = \exp(2(x + y + z))$. Let the pressure $p^\epsilon = \sin(m_1 \pi x) \sin(m_2 \pi y) \sin(m_3 \pi z) \exp(\phi).$ The corresponding manufactured scaled solutions are given as

\begin{align*}
q^\epsilon &= \sin(m_1 \pi x) \sin(m_2 \pi y) \sin(m_3 \pi z), \\
u_x^\epsilon &= \exp(x + y + z) \sin(m_1 \pi y) \sin(m_2 \pi z) \left(\sin(m_2 \pi x) - m_2 \pi \cos(m_2 \pi x)\right), \\
u_y^\epsilon &= \exp(x + y + z) \sin(m_2 \pi x) \sin(m_3 \pi z) \left(\sin(m_3 \pi y) - m_3 \pi \cos(m_3 \pi y)\right), \\
u_z^\epsilon &= \exp(x + y + z) \sin(m_3 \pi x) \sin(m_2 \pi z) \left(\sin(m_2 \pi y) - m_2 \pi \cos(m_2 \pi y)\right).
\end{align*}

Table 4 shows $h$-convergence results in the $L^2(\Omega_h)$-norm using a sequence of nested meshes with $n_x = [8, 12, 16, 20]$. Here we take $m_1 = m_2 = m_3 = 1$ and use the upwind based parameter $\tau = \phi^{-1} d$. We observe the convergence rates between $k + \frac{1}{2}$ and $k + 1$ for both scaled pressure $p$ and scaled velocity $u$. Recall that the optimal convergence rate of $k + 1$ is proved for only simplices, though similar results for quadrilaterals and hexahedra are expected. Indeed, Table 4 shows that as the solution order increases, the convergence rate is above $k + \frac{1}{2}$.

5. Conclusions and future work

In this paper, we developed numerical methods for both glacier dynamics and mantle convection. Both phenomena can be described by a two-phase mixture model, in which the mixture of the fluid and the solid is described by the
porosity $\phi$ (i.e., $\phi > 0$ implies the fluid-solid two-phase and $\phi = 0$ means the solid single-phase region). The challenge is when the porosity vanishes because the system degenerates, which make the problem difficult to solve numerically. To address the issue, following [17], we start by scaling variables to obtain the well-posedness. Then we spatially discretize the system using the upwind HDG framework. The key feature is that we have modified the upwind HDG flux to accommodate the degenerate (one-phase) region. When the porosity vanishes, the unmodified HDG system becomes ill-posed because the stabilization parameter associated with the HDG flux disappears. For this reason, we introduce the generalized stabilization parameter that is composed of the upwind based parameter $\tau = \phi^{-2} d$ in the two-phase region and a positive parameter $\tau = \frac{1}{h}$ in the one-phase region. This enabled us to develop a high-order HDG method for a linear degenerate elliptic equation arising from a two-phase mixture of both glacier dynamics and mantle convection.

We have shown the well-posedness and the convergence analysis of our HDG scheme. The rigorous theoretical results tell us that our HDG method has the convergence rates of $(k + 1)$ for a non-degenerate case and $(k + \frac{1}{2})$ for a degenerate case with a piecewise smooth solution.

Several numerical results confirm that our proposed HDG method works well for linear degenerate elliptic equations. For the non-degenerate case, we obtain the $(k + 1)$ convergence rates of both the scaled pressure $p$ and the scaled velocity $u$ in two dimensions, whereas in three dimensions we observe the convergence rates above $(k + \frac{1}{2})$. For the degenerate case with a smooth solution, the convergence rate of $(k + \frac{1}{2})$ is observed for both the scaled pressure $p$ and the scaled velocity $u$. For the degenerate case with low solution regularity, the convergence rates of the numerical solutions are bounded by the solution regularity, but the high-order method still shows a benefit in terms of accuracy. Through a parameter study, we found that using a positive parameter on the one-phase region does not affect the accuracy of a numerical solution. We also found that $\tau = \frac{1}{h}$ showed slightly better performance in terms of error levels and convergence rates for the degenerate case with smooth solution.

In order for our proposed method to work in two-phase flows, the interfaces between matrix solid and fluid melt...
Table 4. Non-degenerate case in three dimensions: the results show that the HDG solutions for scaled pressure $p$ and scaled velocity $u$ converge to the exact solutions with the rate in above $k + \frac{1}{2}$. The upwind based parameter $\tau = \phi^{-\frac{1}{2}}$ is used.

<table>
<thead>
<tr>
<th>$k$</th>
<th>$h$</th>
<th>$|p^e - p|_2$ order</th>
<th>$|u^e - u|_2$ order</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1250</td>
<td>2.553E-02</td>
<td>–</td>
<td>5.895E-01 –</td>
</tr>
<tr>
<td>0.0833</td>
<td>1.473E-02</td>
<td>1.356</td>
<td>3.527E-01</td>
</tr>
<tr>
<td>0.0625</td>
<td>6.994E-03</td>
<td>1.491</td>
<td>1.757E-01</td>
</tr>
<tr>
<td>0.0500</td>
<td>6.994E-03</td>
<td>1.491</td>
<td>1.757E-01</td>
</tr>
<tr>
<td>0.1250</td>
<td>1.405E-03</td>
<td>–</td>
<td>4.408E-02 –</td>
</tr>
<tr>
<td>0.0833</td>
<td>5.274E-04</td>
<td>2.417</td>
<td>1.712E-02</td>
</tr>
<tr>
<td>0.0625</td>
<td>1.460E-04</td>
<td>2.545</td>
<td>4.961E-03</td>
</tr>
<tr>
<td>0.0500</td>
<td>1.460E-04</td>
<td>2.545</td>
<td>4.961E-03</td>
</tr>
<tr>
<td>0.1250</td>
<td>4.872E-05</td>
<td>–</td>
<td>1.477E-03 –</td>
</tr>
<tr>
<td>0.0833</td>
<td>1.183E-05</td>
<td>3.491</td>
<td>3.684E-04</td>
</tr>
<tr>
<td>0.0625</td>
<td>4.234E-06</td>
<td>3.572</td>
<td>1.348E-04</td>
</tr>
<tr>
<td>0.0500</td>
<td>1.885E-06</td>
<td>3.626</td>
<td>6.105E-05</td>
</tr>
<tr>
<td>0.1250</td>
<td>4.447E-06</td>
<td>–</td>
<td>2.741E-05 –</td>
</tr>
<tr>
<td>0.0833</td>
<td>1.705E-07</td>
<td>4.598</td>
<td>4.428E-06</td>
</tr>
<tr>
<td>0.0625</td>
<td>4.447E-08</td>
<td>4.672</td>
<td>1.188E-06</td>
</tr>
<tr>
<td>0.0500</td>
<td>1.551E-08</td>
<td>4.720</td>
<td>4.235E-07</td>
</tr>
</tbody>
</table>

need to be identified and grids should be aligned with the interfaces. In other words, the degeneracies are always required to lie on a set of measure zero. Note that we do not consider the full set of dynamical equations (1), (4), (7), (8) yet. We will tackle this challenge in a future work.

Appendix A. Auxiliary results

In this appendix we collect some technical results that are useful for our analysis.

**Lemma 8** (Inverse Inequality [55, Lemma 1.44]). For $v \in P_k(K)$ with $K \in \Omega_h$, there exists $c > 0$ independent of $h$ such that

$$\|\nabla v\|_{0,K} \leq c h^{-\frac{1}{2}} K \|v\|_{0,K}.$$  \hfill (A.1)

**Lemma 9** (Trace inequality [55, Lemma 1.49]). For $v \in H^1(\Omega_h)$ and for $K \in \Omega_h$ with $e \subset \partial K$, there exists $c > 0$ independent of $h$ such that

$$\|v\|_{0,e}^2 \leq c (\|\nabla v\|_{0,K} + h^{-\frac{1}{2}} K \|v\|_{0,K}) \|v\|_{0,K}.$$  \hfill (A.2)

Applying the arithmetic-geometric mean inequality to the right side, we can derive

$$\|v\|_{0,e} \leq c \left( h^{-\frac{1}{2}} K \|\nabla v\|_{0,K} + h^{-\frac{1}{2}} K \|v\|_{0,K} \right).$$  \hfill (A.3)

If $v \in H^1(\Omega_h)$ is in a piecewise polynomial space, we can derive the following inequality from Lemma 9 and the inverse inequality (Lemma 8):

$$\|v\|_{0,e} \leq c h^{-\frac{1}{2}} K \|v\|_{0,K}.$$  \hfill (A.4)
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