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ABSTRACT. We present a scalable solver for approximating the maximum a posteriori (MAP) point of Bayesian inverse problems with Besov priors based on wavelet expansions with random coefficients. It is a subspace trust region interior reflective Newton conjugate gradient method for bound constrained optimization problems. The method combines the rapid locally-quadratic convergence rate properties of Newton’s method, the effectiveness of trust region globalization for treating ill-conditioned problems, and the Eisenstat–Walker idea of preventing oversolving. We demonstrate the scalability of the proposed method on two inverse problems: a deconvolution problem and a coefficient inverse problem governed by elliptic partial differential equations. The numerical results show that the number of Newton iterations is independent of the number of wavelet coefficients n and the computation time scales linearly in n. It will be numerically shown, under our implementations, that the proposed solver is two times faster than the split Bregman approach, and it is an order of magnitude less expensive than the interior path following primal-dual method. Our results also confirm the fact that the Besov $B^{1,1}_{1,1}$ prior is sparsity promoting, discretization-invariant, and edge-preserving for both imaging and inverse problems governed by partial differential equations.

1. Introduction. Besov spaces have been introduced as generalizations of more common function spaces such as Lipschitz spaces, Hölder spaces, Hölder-Zygmund spaces, and Sobolev spaces, to name a few. An extensive introduction to Besov spaces and their relation to other function spaces can be found, for example, in [36]. They have been recently used as alternative regularization in deterministic...
Inversions and prior in Bayesian inversions that can preserve sharp or discontinuous interfaces; see, e.g., [31, 37] for imaging, [14, 30] for deterministic inverse problems, and [27, 25, 12] for Bayesian inversions. An additional attractive feature of Besov priors is that, when combined with a wavelet-based approach for example, they promote sparsity in the maximum a posteriori (MAP) estimates that have very small number of nonzero wavelet coefficients, since Besov norms are sparse [20, 25, 19, 14].

This paper proposes a scalable method for approximating the MAP point of Bayesian inverse problems with Besov priors, based on wavelet expansions with random coefficients, introduced in [27] for linear inverse problems, and later extended to nonlinear inversions in [12]. To begin, let us consider the following additive noise-corrupted pointwise observation model

\[ \hat{y}_j := u(x_j, m) + \eta_j, \quad j = 1, \ldots, K, \]

where \{x_j\}_{j=1}^K is the set of points at which \( u \), the field variable (specified later), is observed, \( \eta_j \) the additive noise, \( \hat{y}_j \) the actual noisy observations, and \( m \) the unknown parameter we wish to invert for. Concatenating all the observations, one can rewrite (1) as

\[ \hat{y} := \mathcal{G}(m) + \eta, \]

with \( \mathcal{G}(m) := [u(x_1, m), \ldots, u(x_K, m)]^T \) denoting the mapping from the distributed parameter \( m \) to the noise-free observables, \( \eta \) being normally distributed as \( \mathcal{N}(0, \mathbf{L}) \) with bounded covariance matrix \( \mathbf{L} \), and \( \hat{y} = [\hat{y}_1, \ldots, \hat{y}_K]^T \).

The inverse problem can be now formulated as

\[ \inf_m \mathcal{J} = \frac{1}{2} |\hat{y} - \mathcal{G}(m)|^2_\mathbf{L} \]

subject to

\[ \mathcal{A}(m, u) = f, \]

where \( |\cdot|^2_\mathbf{L} := (\cdot, \mathbf{L}^{-1}\cdot) \) denotes the weighted Euclidean norm, and \( \mathcal{A} \) an operator, e.g. (discretized) differential/integral operator, that maps \( (m, u) \) to a function equal to the forcing function \( f \) (right hand side of differential/integral equation). Equation (4) is known as the forward equation/model. This optimization problem is however ill-posed. An intuitive reason is that observations \( \hat{y} \) are sparse, and hence they provide limited information about the distributed parameter \( m \). As a result, the Jacobian of the parameter-to-observation map \( \mathcal{G} \) contains limited spectral information. Indeed, we have shown that the Gauss-Newton approximation of the Hessian (which is the square of this Jacobian, and is also equal to the full Hessian of the data misfit \( \mathcal{J} \) evaluated at the optimal parameter) is a compact operator [5, 6, 7], and hence its range space is effectively finite-dimensional.

One way to overcome the ill-posedness is to use Tikhonov regularization, which proposes to solve the nearby problem

\[ \inf_m \frac{1}{2} |\hat{y} - \mathcal{G}(m)|^2_\mathbf{L} + \frac{\kappa}{2} \left\| R^{1/2} m \right\|^2, \]

where \( \kappa \) is a regularization parameter, \( R \) some regularization operator, and \( \| \cdot \| \) some appropriate norm.

The above method is representative of deterministic inverse solution techniques that typically do not take into account the randomness due to measurements and other sources, though one can equip the deterministic solution with a confidence region by post-processing (see, e.g., [38] and references therein). To incorporate
randomness, including that coming from the measurement model (2), into the solution of the inverse problem, one can use a Bayesian framework developed, for example, in [17, 28, 26, 35, 33]. In this framework, instead of seeking a distributed parameter $m$ that minimizes the Tikhonov-regularized functional (5), we seek a statistical description of all possible parameters that conform to some prior knowledge and at the same time are consistent with the observations. These parameters are distributed according to the so-called posterior measure. The Bayesian approach does this by reformulating the inverse problem as a problem in statistical inference, incorporating uncertainties in the observations, the parameter-to-observable map, and prior information on the parameter. This approach is appealing since it can incorporate most, if not all, kinds of randomness in a systematic manner.

Let us denote $\mu$ and $\nu$ as the prior and posterior measures on $m$, respectively. Then, the Bayesian solution [35, 27, 12] to the above inverse problem is given by the Radon-Nikodym derivative

$$\frac{d\nu}{d\mu}(m|\hat{y}) \sim \exp\left(-\frac{1}{2} |\hat{y} - G(m)|^2_L\right).$$

In this paper, we are interested in exploring the posterior (6) using a variational approach. That is, we would like to determine the MAP point (see, e.g., [35] for the definition of the MAP point in finite and infinite dimensional settings). To that end, we first need to specify the prior measure $\mu$. For the sake of clarity of the exposition, we limit ourselves to the case in which the unknown parameter is distributed on one dimensional space. We further assume that it is periodic; particularly, $m$ is a function on one dimensional torus $T = [0, 1]$ with two end points identified with each other. In order to represent functions on $T$, we use a wavelet approach [13] so that $m$ can be written as

$$m(x) := w_0 + \sum_{j=0}^{\infty} \sum_{k=0}^{2^j-1} w_{j,k} \psi_{j,k}(x),$$

where $\{\psi_{j,k}\}_{k=0}^{2^j-1}$ are orthonormal wavelet basis on the $j$th level and $w_{j,k}$ are the corresponding wavelet coefficients. Following [25], we define $m$ as a function in the Besov space $B_{qq}^s(T)$ if

$$\|m\|_{B_{qq}^s(T)} := \left( |w_0|^q + \sum_{j=0}^{\infty} 2^{j(q+\frac{q}{2}-1)} \left( \sum_{k=0}^{2^j-1} |w_{j,k}|^q \right)^{\frac{1}{q}} \right) < \infty.$$ 

In this paper we restrict ourselves to the interesting case of $s = q = 1$. Furthermore, $m$ is said to be distributed by the Besov prior $B_{11}^1(T)$ with parameter $\kappa$, denoted as $(\kappa, B_{11}^1(T))$, if $m$ is given by (7) and if $\kappa w_0$ and $\kappa 2^{j/2} w_{j,k}$ are independent random variables with probability density

$$\pi(w) = \frac{1}{2} \exp(-|w|).$$

This completes the definition of the Besov prior $\mu := (\kappa, B_{11}^1(T))$.

We define the MAP point of the posterior $\nu$ as

$$m^{MAP} := \arg \inf_{m \in B_{11}^1(T)} J(m) := \frac{1}{2} |\hat{y} - G(m)|^2_L + \kappa \|m\|_{B_{11}^1(T)}.$$ 

The existence of such a point has been proved (see, e.g., [19]).
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Next, we approximate the MAP point by discretizing both the prior and the parameter-to-observation map (also known as the likelihood). Owing to the series representation (7), it is natural to approximate the prior by truncating the wavelet expansion. Let us make the truncation at the \( N \)th level so that we have the total of \( n = 2^N \) unknown wavelet coefficients, i.e.,

\[
\mathbf{w} := [w_0, w_{0,0}, w_{1,0}, \ldots, w_{N-1,2^N-1}] \in \mathbb{R}^n,
\]

and define the truncated approximation \( m_n \) as

\[
m_n(x) := w_0 + \sum_{j=0}^{N-1} \sum_{k=0}^{2^j-1} w_{j,k} \psi_{j,k}(x).
\]

Clearly, by definition, we have

\[
\|m_n\|_{B_{1,1}^1(\mathcal{Y})} := |w_0| + \sum_{j=0}^{N-1} \sum_{k=0}^{2^j-1} 2^{j/2} |w_{j,k}| = \|\mathbf{Ww}\|_{\ell_1} := \sum_{l=1}^{n} |(\mathbf{Ww})_l|,
\]

where \( \mathbf{W} \) is the diagonal matrix containing all the weights \( 2^{j/2} \). An approximation to the MAP point can be defined as

\[
m_{MAP}^{n,h} := \arg \min_{\mathbf{w} \in \mathbb{R}^n} J_{n,h}(\mathbf{w}) := \frac{1}{2} \| \hat{y} - \mathbf{G}_h(m_n) \|_{\ell_2}^2 + \kappa \sum_{l=1}^{n} |(\mathbf{Ww})_l|,
\]

where \( \mathbf{G}_h \) denotes a discretization of the parameter-to-observation map \( \mathbf{G} \) with some parameter \( h \).

At this point, the cost function \( J_{n,h}(\mathbf{w}) \) is clearly not differentiable. To address this issue, we can transform the Besov prior term into an equivalent but differentiable form, and hence the formulation is now amenable to conventional optimization techniques that require gradient and the Hessian of the cost function. Alternatively, we can use/devise special optimization techniques that can cope with the non-differentiability. For example, the work in [25, 20] cast (8) into a convex quadratic programming problem for which an interior path following primal-dual method can be used. An alternative technique can be developed based on the gradient projection approach proposed in [16]. Moreover, by realizing that the cost function (8) is analogous to a \( \ell^1 \)-regularization problem, there are several existing optimization schemes that can be used (see, e.g., [24] for a survey). It should be also mentioned that a split Bregman method for \( \ell^1 \)-regularized problems proposed in [18] is fast and easy to implement.

In this paper, we propose to use a scalable optimization solver for the MAP estimation problem (8). The method is a subspace trust region interior reflective Newton conjugate gradient method for bound constrained optimization problems. It combines the rapid locally-quadratic convergence rate properties of Newton’s method, the effectiveness of trust region globalization for treating ill-conditioned problems, and the Eisenstat–Walker idea of preventing oversolving (i.e., outside the basin of attraction of the minimizer, the Newton step is computed inexactly, but automatically and adaptively becomes more accurate closer to the minimizer). It uses the Coleman-Li approach [10] so that the convergence is quadratic even if the constraints are active. The method is a modification of the subspace, interior, and conjugate gradient approach in [3]. It has been used as the backbone for large-scale parametric model reduction techniques developed in [9, 4].
2. Subspace trust region interior reflective Newton conjugate gradient method. In this section, we present in details a subspace trust region interior reflective Newton conjugate gradient (STIRNCG) method. We begin by casting the cost function (8) into a differentiable equivalence. Let us split the positive and negative parts of \( Ww \) by introducing two positive vectors \( w^+ \) and \( w^- \) such that

\[
|(Ww)_i| = w^+_i + w^-_i, \quad \text{and} \quad (Ww)_i = w^+_i - w^-_i.
\]

The MAP estimate problem (8) can be then rewritten as

\[
(9a) \quad m^{MAP}_{n,h} = \arg \min_{w^\pm \in \mathbb{R}^n} J_{n,h}(w^\pm) = \frac{1}{2} \|\hat{y} - G_h(m_n)\|_L^2 + \kappa^T (w^+ + w^-),
\]

subject to

\[
(9b) \quad Ww = w^+ - w^-, \quad w^\pm \geq 0.
\]

Here, \( \mathbf{1} = \{1, \ldots, 1\}^T \) is the vector with all components equal to 1.

One can observe that the minimization problem (9) is differentiable with respect to \( w^\pm \), assuming \( G \) is. Furthermore, it can be easily viewed as an instance of the following generic bound-constrained optimization problem

\[
(10a) \quad \min_z F(z)
\]

subject to

\[
(10b) \quad z_{\min} \leq z \leq z_{\max},
\]

where \( z := (w^+, w^-) \), \( z_{i,\min} = 0 \), \( z_{i,\max} = \infty \), \( i = 1, \ldots, 2n \), and \( F := J_{n,h} \).

In the literature, there are several methods to solve the above bound-constrained optimization problem (see, e.g., [29, 40, 15, 22] and references therein). In particular, the method of Coleman-Li [10] is adopted here. Since our main goal is to make the cost of solving the optimization problem as small as possible, we shall combine the modified Coleman-Li scaling developed in [21] and the subspace trust region interior reflective method in [3]. The following is a detailed exposition of the STIRNCG method proposed in [4, 9].

The first order necessary optimality system for the bound constrained problem (10) can be written in the following form

\[
(D(z) \nabla F(z)) = 0
\]

where the diagonal elements of the Coleman-Li diagonal scaling matrix \( D \) are given by

\[
D_{ii}(z) = D_{ii}^{CL}(z) = \begin{cases} 
z_i - z_{i,\min}^T & \text{if } \nabla F_i > 0 \\
z_{\max} - z_i & \text{if } \nabla F_i < 0 \\
\min\left\{z_i - z_{i,\min}, z_{\max} - z_i\right\} & \text{otherwise}
\end{cases}
\]

where \( \nabla F_i \) denotes the gradient of \( F \) with respect to \( z_i \). We define \( D_{ii} = 1 \) if the right hand side is infinity, that is, no scaling is needed in this case. Next, the Newton step \( s \) for (11) at a current optimization point, \( z^k \), satisfies

\[
M \left( z^k \right) s = -D \left( z^k \right) \nabla F \left( z^k \right),
\]

where \( M = D \nabla^2 F + \text{diag}(\|\nabla F\|) \). Since the Coleman-Li scaling yields linear convergence for degenerate cases when some bound constraints are active at the optimal
solution $\mathbf{z}^*$, i.e., $\nabla \mathcal{F}_i = 0$ if $\mathbf{z}_i^* \in \{\mathbf{z}_i^{\min}, \mathbf{z}_i^{\max}\}$, we follow [21] to use the following modified scaling diagonal matrix

$$
D_{ii}(\mathbf{z}) = \begin{cases} 
D_{CL}^{ii}(\mathbf{z}) & \text{if } |\nabla \mathcal{F}_i| < \min \left\{ \mathbf{z}_i^{\min} - \mathbf{z}_i, \mathbf{z}_i^{\max} - \mathbf{z}_i \right\}^2 \\
1 & \text{otherwise}
\end{cases}
$$

Now, following [3] we use a subspace trust region interior reflective Newton framework to solve the bound-constrained optimization problem (10). The subspace trust region subproblem we need to solve is given as

$$
\min_{\mathbf{s} \in \mathbb{R}^n} \left\{ \varphi^k(\mathbf{s}) : \|D\mathbf{s}\|_2 \leq \Delta^k \text{ and } \mathbf{s} \in \mathcal{S}^k \right\},
$$

where $\Delta^k$ is the current trust region radius, whose updating rule is given in Algorithm 3, $\mathcal{S}^k$ a (at most) two dimensional subspace determined by Algorithm 2, and $\varphi^k(\mathbf{s})$ the merit function given by

$$
\varphi^k(\mathbf{s}) = \mathbf{s}^T \nabla \mathcal{F}(\mathbf{z}^k) + \frac{1}{2} \mathbf{s}^T D^{-1}(\mathbf{z}^k) M(\mathbf{z}^k) \mathbf{s}.
$$

We are in the position to present the bound-constrained optimization solver in Algorithm 1. The algorithm is defined to converge if either

$$
|\mathcal{F}(\mathbf{z}^k + \mathbf{s}) - \mathcal{F}(\mathbf{z}^k)| \leq \varepsilon_F (1 + \mathcal{F}(\mathbf{z}^k)), \text{ or } \|\mathbf{s}\|_2 \leq \varepsilon_X, \text{ or } \|\nabla \mathcal{F}(\mathbf{z}^k)\| \leq \varepsilon_G,
$$

is true, where $\varepsilon_F, \varepsilon_X$ and $\varepsilon_G$ are prescribed tolerances for the cost functional value, optimization variables, and the gradient, respectively. The detail on how to carry out a simple reflection strategy can be referred to [3].

**Algorithm 1** Bound-constrained optimization solver

1: while not converged do
2: At the current Newton step $\mathbf{z}^k$, compute the gradient $\nabla \mathcal{F}(\mathbf{z}^k)$.
3: Compute the subspace $\mathcal{S}^k$ according to Algorithm 2.
4: Solve the subspace trust region problem (12).
5: Compute the ratio between the actual and the predicted reductions

$$
ared := \mathcal{F}(\mathbf{z}^k + \mathbf{s}) - \mathcal{F}(\mathbf{z}^k), \quad pred := \varphi^k(\mathbf{s}), \quad \rho := \frac{ared}{pred},
$$

6: Update $\mathbf{z}^{k+1} \leftarrow \mathbf{z}^k$ and the trust region radius $\Delta^{k+1} \leftarrow \Delta^k$ via Algorithm 3.
7: end while

3. **Numerical examples.** In this section, we consider two inverse problems; a deconvolution problem and an inverse problem governed by an elliptic partial differential equation (PDE). In both problems, the Besov prior is employed. All the codes are written in Matlab, and CPU time are computed using tic-toc functions. We begin with the former and compare three different optimization techniques, namely a split Bregman method, an interior path following primal dual approach, and the STIRNCG technique, in estimating the MAP point. We then choose the most efficient method to solve the latter. In particular, Section 3.1 presents briefly the deconvolution problem of interest and the discretization technique. This is then followed by an application of the STIRNCG method in Section 3.1.1, the interior path following primal dual approach in Section 3.1.2, and the split Bregman
Algorithm 2 Subspace computation with Eisenstat–Walker inexactness

STEP 1: Solve the Newton equation $D^{-1}Ms = -\nabla F$ using the conjugate gradient (CG) method.
1: if negative curvature direction is detected then
2: Set $\text{posdef} = 0$ and stop the CG solver
3: return $s, d, \text{posdef}$, and $k_{cg}$
4: else if the residual of the Newton equation is less than or equal to
5: $\min(1.e - 1, \|\nabla F\|_2) \|\nabla F\|_2$ then
6: Set $\text{posdef} = 1$ and stop the CG solver
7: return $s, d, \text{posdef}$, and $k_{cg}$
8: else if the number of CG iterations is larger than $n/2$ then
9: Set $\text{posdef} = 1$ and stop the CG solver
10: return $s, d, \text{posdef}$, and $k_{cg}$
end if

STEP 2: Compute the subspace $S^k$ as follows
11: if $\text{posdef} = 1$ then
12: if $k_{cg} = 1$ then
13: $S^k = \text{span} \{D \text{sgn}(\nabla F)\}$
14: else
15: $S^k = \text{span} \{D \nabla F, s\}$
16: end if
17: else if $\text{posdef} = 0$ then
18: if $k_{cg} = 1$ then
19: $S^k = \text{span} \{D \text{sgn}(\nabla F)\}$
20: else
21: $S^k = \text{span} \{D \text{sgn}(\nabla F), d\}$
22: end if
23: end if

method in Section 3.1.3, to solve the resulting discretized problem. A detailed comparison among these methods in terms of computation time, scalability, etc will be discussed in each of these sections. As shall be shown, the STIRNCG method seems to be superior to the others, and thus it will be employed to solve the elliptic PDE-constrained problem in Section 3.2. To further confirm the scalability of the STIRNCG approach, we also compare it with the split Bregman method.

3.1. A deconvolution problem. This section will describe a one dimensional deconvolution and its discretization using trapezoidal rule and truncated wavelet expansion. Similar to [25], we consider a deconvolution problem in which the observations $u(x_j)$ is given by

$$u(x_j, m) := \int_T G(x_j - y) m(y) \, dy$$

with the kernel $G$ specified as

$$G(x) := \begin{cases} 
  c(x + a)^2 (x - a)^2 & \text{if } |x| < a \\
  0 & \text{otherwise}
\end{cases}.$$ 

Here, $c$ is a normalized constant such that $\int_T G(x) \, dx = 1$, and $a = 0.04$. We approximate the integral using the trapezoidal rule on a uniform mesh of size $h = \ldots$
Algorithm 3 Trust region radius computation

Input: \( \mu = 1.0e-1, \beta = 0.25, \nu = 0.75, \gamma_0 = 0.0625, \gamma_1 = 0.5, \gamma_2 = 2, \Delta^{max} \) and \( BT^{max} \)

1: if \( (\rho > \mu \) and ared < 0) or ared < 0 then
2: if \( \rho \leq \beta \) and \( ||s||_2 < \gamma_1 \Delta^k \) then
3: \( \Delta^{k+1} = \gamma_1 \Delta^k \)
4: else if \( \rho > \nu \) then
5: if \( ||s||_2 \geq 0.8 \Delta^k \) then
6: \( \Delta^{k+1} = \min \{ \gamma_2 \Delta^k, \Delta^{max} \} \)
7: else
8: \( \Delta^{k+1} = \min \{ \max \{ \Delta^k, \gamma_2 ||s||_2 \}, \Delta^{max} \} \)
9: end if
10: end if
11: else
12: \( k_{BT} = 0 \)
13: while ared \geq 0 and \( k_{BT} \leq BT^{max} \) do
14: if \( \rho \leq 0 \) then
15: \( \Delta^{k+1} = \gamma_0 \min \{ \Delta^k, ||s||_2 \} \)
16: else
17: \( \Delta^{k+1} = \gamma_1 \min \{ \Delta^k, ||s||_2 \} \)
18: end if
19: Compute the subspace \( S^k \) according to Algorithm 2
20: Solve the subspace trust region problem (12).
21: Compute ared, pred and \( \rho \)
22: \( k_{BT} = k_{BT} + 1 \)
23: end while
24: end if
25: Update \( z^{k+1} = z^k + s \)

1/n. Recall that \( n = 2^N \). Let us denote by \( m = \{ m_n(x_{n,k}) \}_{k=0}^{2^N-1} \) the collection of values of \( m_n(x) \) evaluated at mesh points

\[
x_{n,k} = \frac{k}{2^N}, \quad k = 0, \ldots, 2^N - 1.
\]

In this case, the discrete parameter-to-observation map simply reads

\[
\mathcal{G}_{1/n}(m) := A_n m,
\]

where \( A_n \) is the discretization of \( G \) using the trapezoidal rule on the mesh \( \{x_{n,k}\}_{k=0}^{2^N-1} \). We have \( K = 64 \) observations with \( x_j = (j-1)/2^6 \), \( j = 1, \ldots, K \). In order to avoid the inverse crime, we first generate \( u \) on a finer and different mesh, then interpolate it at the computational mesh points. To generate \( \tilde{y} \), we add a Gaussian noise with covariance matrix \( L = \sigma^2 I \) where \( \sigma \) is a fraction of the maximum value of \( u(x_j) \) and \( I \) is the \( n \times n \) identity matrix.

Since we are using a wavelet approach, the relation between \( m \) and \( w \) can be expressed as

\[
Bm = w, \quad \text{and} \quad m = B^{-1}w,
\]
where $B$ is the wavelet transform and $B^{-1}$ the inverse wavelet transform. The MAP estimation problem (8) can be rewritten as

\[
M_{n,h}^{\text{MAP}} = \arg \min_{w \in \mathbb{R}^n} J_{n,h}(w^\pm) = \frac{1}{2} \| \hat{y} - A_n m \|_L^2 + \kappa 1^T (w^+ + w^-),
\]

subject to

\[
m = B^{-1} W^{-1} (w^+ - w^-), \quad w^\pm \geq 0.
\]

This is a convex quadratic optimization problem with respect to $w^\pm$ and we are going to use three different solution methods.

3.1.1. STIRNCG. In this section we will first provide the expressions for the gradient and Hessian-vector product that are required by the STIRNCG method. Next, we will study the discretization-invariant property and the sparsity of the MAP estimation using the Haar wavelet as the number of wavelet levels increases. We also record the CPU time and the number of Newton iterations to demonstrate the scalability of the STIRNCG method. The robustness with respect to noise of the MAP estimation using Besov prior is also studied, and the behavior of the MAP as the “regularization parameter” $\kappa$ varies is investigated. Finally, we numerically study the MAP estimations for different types of wavelets, and compare the STIRNCG approach with a popular $\varepsilon$–trick.

The STIRNCG method has been already described in Section 2. This method requires the gradient and Hessian-vector products. It is straightforward to see that the gradient is given by

\[
\frac{\partial J_{n,h}}{\partial w^+} = \frac{1}{\sigma^2} W^{-T} B^{-T} A_n^T (A_n m - \hat{y}) + \kappa 1,
\]

\[
\frac{\partial J_{n,h}}{\partial w^-} = -\frac{1}{\sigma^2} W^{-T} B^{-T} A_n^T (A_n m - \hat{y}) + \kappa 1,
\]

while the product of the Hessian with $(\bar{w}^+, \bar{w}^-)$ reads

\[
\frac{\partial^2 J_{n,h}}{\partial w^+ \partial w^-} (\bar{w}^+, \bar{w}^-) = \frac{1}{\sigma^2} W^{-T} B^{-T} A_n^T A_n B^{-1} W^{-1} (\bar{w}^+ - \bar{w}^-),
\]

\[
\frac{\partial^2 J_{n,h}}{\partial w^- \partial w^-} (\bar{w}^+, \bar{w}^-) = -\frac{1}{\sigma^2} W^{-T} B^{-T} A_n^T A_n B^{-1} W^{-1} (\bar{w}^+ - \bar{w}^-).
\]

We arbitrarily take zeros as the initial guess for the STIRNCG solver. The tolerances for the cost functional value, optimization variables, and the gradient are chosen as $\varepsilon_F = 5.e - 3$, $\varepsilon_X = 1.e - 3$, and $\varepsilon_G = 1.e - 3$, respectively. For the observation noise, we take $\sigma = 0.05 \max \{ u(x_j) \}$ which accounts for 5% percent noise. We arbitrarily choose $\kappa = 20$ for the Besov regularization parameter.

Figure 1 shows the MAP estimations on top of the target function $m$ for various values of $N = \{ 9, 10, 11, 12, 13, 14 \}$ (equivalently $n = \{ 512, 1024, 2048, 4096, 8192, 16384 \}$) using the Haar wavelets. As can be seen, the structure of the MAP is the same for all $n$. Clearly, $B_1^{L1}(\mathbb{T})$ is discretization-invariant since the MAP converges as $n$ increases; indeed, the MAP does not seem to change for $n \geq 12$. More quantitatively, we compute the relative $L^2$-error between the MAP for each $n$ with that of the finest resolution, and record the result in the third row of Table 1. Clearly, the error approaches zero as the resolution increases. One of the appealing features of Besov priors is the edge-preserving property [27, 25], and this is clearly confirmed in Figure 1. Table 1 also presents the CPU time taken (in seconds), the number of Newton iterations (the number of sequential quadratic prograrings), and the
number of nonzero wavelet coefficients (nnz). One can observe that the number of Newton iterations is independent of the number of wavelet coefficients. Since either the wavelet transform or inverse wavelet transform takes $O(n)$ operations, we expect that the time taken to solve the deconvolution problem scales linearly in $n$ and this is clearly demonstrated on the second row of Table 1. The sparsity promoting ability of the Besov prior for MAP construction is also shown on the fourth row, in which we can see that the number of nonzero number of wavelet coefficients is very small and essentially independent of the total number of wavelet coefficients. For example, with $N = 14$ the sparsity density is $25/2^{14} = 0.15\%$.

**Figure 1.** The target function $m(x)$ and its finite dimensional reconstructions with Besov prior $(20, B_{11}^1 (T))$ and Haar wavelets for various values of $N = \{9, 10, 11, 12, 13, 14\}$. Noise level is 5\%, i.e., $\sigma = 0.05 \max_j \{u(x_j)\}$.
Table 1. Time taken, the number of Newton iterations (# Newtons), and the number of nonzero wavelet coefficients (nnz) for finite dimensional reconstructions with Besov prior \((20, B^1_{11}(\mathbb{T}))\) and Haar wavelets for various values of \(N = \{9, 10, 11, 12, 13, 14\}\). Noise level is 5%, i.e., \(\sigma = 0.05 \max_j \{u(x_j)\}\).

<table>
<thead>
<tr>
<th>(N)</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>time (s)</td>
<td>2.35</td>
<td>2.35</td>
<td>3.10</td>
<td>6.42</td>
<td>15.46</td>
<td>49.83</td>
</tr>
<tr>
<td>relative (L^2)-error (%)</td>
<td>16.78</td>
<td>11.50</td>
<td>7.78</td>
<td>4.90</td>
<td>2.61</td>
<td>0.00</td>
</tr>
<tr>
<td>nnz</td>
<td>30</td>
<td>30</td>
<td>28</td>
<td>26</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td># Newtons</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>9</td>
<td>9</td>
<td>9</td>
</tr>
</tbody>
</table>

Next, we study how the MAP estimation changes as the noise model varies, particularly with 10% and 20% noise. Figure 2 shows the estimations for \(N = 14\). As can be observed, though the MAP structure is generally similar to that of 5% noise, the magnitude is reduced as noise increases. The reason is that the first term (the misfit) in the cost functional (13a) decreases while penalty due to the second term (the prior) stays the same. Consequently, wavelet coefficients (and hence the magnitude of MAP estimations) must reduce for the cost to be minimized. Similar to Table 1, Tables 2 and 3 show, for 10% and 20% noise, respectively, the linear time taken by our STIRNCG solver, discretization-invariance (converging to zero of the relative \(L^2\)-error), the fixed number of Newton iterations regardless of the number of wavelet coefficients, and the constant number of nonzero coefficients in the MAP estimation. This highlights the robustness of the Besov prior, and hence the STIRNCG solver, with respect to noise. These tables also present a trend that, as the noise increases, the number of Newton iterations, the number of nonzero wavelet coefficients, and the CPU time are less. This is expected since the Besov regularization term increasingly dominates the misfit term, and hence the problem of finding the MAP point is more well-posed. It should be pointed out that as the noise increases the MAP has simpler structure and hence the convergence of the relative \(L^2\)-error is faster as shown in Tables 1, 2, and 3.

Figure 2. The target function \(m(x)\) and its finite dimensional reconstructions with Besov prior \((20, B^1_{11}(\mathbb{T}))\) and Haar wavelets for \(N = 14\). Noise level is 10%, i.e., \(\sigma = 0.1 \max_j \{u(x_j)\}\) or 20%, i.e., \(\sigma = 0.2 \max_j \{u(x_j)\}\).
Table 2. Time taken, the number of Newton iterations (# Newtons), and the number of nonzero wavelet coefficients (nnz) for finite dimensional reconstructions with Besov prior \((20, B^1_{11}(\mathbb{T}))\) and Haar wavelets for various values of \(N = \{9, 10, 11, 12, 13, 14\}\). Noise level is 10%, i.e., \(\sigma = 0.1 \max_j \{u(x_j)\}\).

<table>
<thead>
<tr>
<th>(N)</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>time (s)</td>
<td>1.06</td>
<td>1.12</td>
<td>1.52</td>
<td>2.82</td>
<td>7.26</td>
<td>23.88</td>
</tr>
<tr>
<td>relative (L^2)-error (%)</td>
<td>15.43</td>
<td>10.43</td>
<td>7.01</td>
<td>4.47</td>
<td>2.37</td>
<td>0.00</td>
</tr>
<tr>
<td># Newtons</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 3. Time taken, the number of Newton iterations (# Newtons), and the number of nonzero wavelet coefficients (nnz) for finite dimensional reconstructions with Besov prior \((20, B^1_{11}(\mathbb{T}))\) and Haar wavelets for various values of \(N = \{9, 10, 11, 12, 13, 14\}\). Noise level is 20%, i.e., \(\sigma = 0.2 \max_j \{u(x_j)\}\).

<table>
<thead>
<tr>
<th>(N)</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>time (s)</td>
<td>0.54</td>
<td>0.58</td>
<td>0.60</td>
<td>1.19</td>
<td>3.47</td>
<td>11.77</td>
</tr>
<tr>
<td>relative (L^2)-error (%)</td>
<td>8.47</td>
<td>5.85</td>
<td>3.94</td>
<td>2.50</td>
<td>1.33</td>
<td>0.00</td>
</tr>
<tr>
<td># Newtons</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

A question arises on the behavior of the MAP estimation and the STIRNCG solver as the regularization parameter \(\kappa\) varies. (Note that the optimization formulation also varies, and hence the MAP estimators.) To address it, we choose \(\kappa = \{1, 10, 50, 100\}\), 5% noise, and \(N = 14\). Figure 3 shows the MAP estimations together with the target. As expected, the MAP is noisier as \(\kappa\) decreases since the misfit contribution increases (and hence estimations match the noisy data more closely). Consequently, we also expect that the MAP is less sparse and that the number of Newton iterations generally grows (and hence the CPU time). These are confirmed in Table 4.

Table 4. Time taken, the number of Newton iterations (# Newtons), and the number of nonzero wavelet coefficients (nnz) for finite dimensional reconstructions with Besov prior \((\kappa, B^1_{11}(\mathbb{T}))\), where \(\kappa = \{1, 10, 50, 100\}\) and \(N = 14\). Noise level is 5%, i.e., \(\sigma = 0.05 \max_j \{m\}\).

<table>
<thead>
<tr>
<th>(\kappa)</th>
<th>1</th>
<th>10</th>
<th>50</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>time (s)</td>
<td>67.83</td>
<td>68.14</td>
<td>36.20</td>
<td>29.20</td>
</tr>
<tr>
<td>nnz</td>
<td>110</td>
<td>34</td>
<td>25</td>
<td>20</td>
</tr>
<tr>
<td># Newtons</td>
<td>8</td>
<td>10</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>

Let us now consider other wavelet bases, namely, Daubechies 7, Beylkin, Coiflet 2, and Vaidyanathan, and see whether the MAP is still sparse and the scalability of the STIRNCG solver still holds. We also expect the structure of the MAP will change since these bases are smooth as opposed to the Haar basis. The MAP
estimations are shown in Figure 4. Clearly, the edge-preserving property is lost while the linear part of the target is reconstructed quite well. This is the direct consequence of smoothness of these wavelet bases and wavelet expansion truncation. Table 5 compares the CPU time, the number of nonzero wavelet coefficients, and the number of Newton iterations. The results indicate that, using either of these orthonormal wavelet bases, the sparsity of the MAP and the scalability of the STIRNCG solver remains unchanged. To the end of the paper, we will exclusively use the Haar wavelets.

TABLE 5. Time taken, the number of Newton iterations (# Newtons), and the number of nonzero wavelet coefficients (nnz) for finite dimensional reconstructions with Besov prior \(( \kappa, B^1_{11}(T) )\) and Haar wavelets, where \( \kappa = \{ 1, 10, 50, 100 \} \) and \( N = 14 \). Noise level is 5\%, i.e., \( \sigma = 0.05 \max_j \{ u(x_j) \} \).

<table>
<thead>
<tr>
<th>Wavelet type</th>
<th>Daubechies 7</th>
<th>Beylkin</th>
<th>Coiflet 2</th>
<th>Vaidyanathan</th>
</tr>
</thead>
<tbody>
<tr>
<td>time (s)</td>
<td>29.04</td>
<td>30.27</td>
<td>30.53</td>
<td>33.20</td>
</tr>
<tr>
<td>nnz</td>
<td>29</td>
<td>29</td>
<td>27</td>
<td>27</td>
</tr>
<tr>
<td># Newtons</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>4</td>
</tr>
</tbody>
</table>
Figure 4. The target function $m(x)$ and its finite dimensional reconstructions with Besov prior $(20, B^{11}_{11} (\mathbb{T}))$. Different orthonormal wavelets bases are used: Daubechies 7, Beylkin, Coiflet 2, and Vaidyanathan wavelets for $N = 14$. Noise level is 5%, i.e., $\sigma = 0.05 \max_j \{ u(x_j) \}$.

It should be pointed out that the trick in Section 2 to cast the $B^{11}_{11} (\mathbb{T})$ regularized problem into an equivalent differentiable one is not unique. For example, in the context of deconvolution problem one can replace the non-smooth cost function (8) by the following "$\varepsilon$-trick"

$$m_{n,h}^{MAP} (\varepsilon) := \arg \min_{m \in \mathbb{R}^n} J_{n,h} (m) = \frac{1}{2} | \hat{y} - A_n m |^2_L + \kappa \sum_{j=1}^{n} \sqrt{(W B m)^2_j + \varepsilon},$$

for which we can use the STIRNCG method to find $m_{n,h}^{MAP} (\varepsilon)$. In this case, there are only $n$ optimization variables instead of $2n$, but the MAP estimate depends on $\varepsilon$. One can expect that $m_{n,h}^{MAP} (\varepsilon)$ converges to that of (8) as $\varepsilon$ approaches zero. However, our numerical experiments show that the STIRNCG method requires more and more Newton iterations as $\varepsilon$ gets smaller; this is expected since the problem is closer to the original non-smooth optimization problem. In order to obtain MAP estimates reasonably close to those in Figure 1, we take $\varepsilon = 10^{-6}$, $\varepsilon_F = 5.e - 6$, $\varepsilon_X = 1.e - 6$, and $\varepsilon_G = 1.e - 6$. Compared to Table 1, Table 6 shows that the $\varepsilon$-trick does not seem to be a good method since it takes significantly more time, and many more (varying) number of Newton iterations though it has half less number of optimization variables. As can also be observed, all the wavelet coefficients in MAP estimates are nonzero and hence MAP sparsity is lost. Nevertheless, it is
possible to post-process, via thresholding, the wavelet coefficients to recover the sparsity. In particular, we set wavelets coefficients of the MAP estimates to zero if their absolute value smaller than $\tau$. We find that with $\tau = 10^{-4}$ the quality of the MAP estimates is the same (in the eyeball norm) while sufficiently small sparsity is observed; this is shown on the fifth line of Table 6. It is important to point out that no thresholding was needed for the STIRNCG results in Tables 1–5.

To the rest of this section, we take the MAP estimation on the finest resolution in Table 1 as the reference solution. As can be seen on the third line of Table 6, the relative $L^2$-error with respect to this reference solution converges to zero, and thus the MAP estimation of the $\varepsilon$-trick is also discretization-invariant.

### Table 6

<table>
<thead>
<tr>
<th>N</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>time (s)</td>
<td>42.52</td>
<td>42.60</td>
<td>38.55</td>
<td>73.64</td>
<td>192.00</td>
<td>477.47</td>
</tr>
<tr>
<td>relative $L^2$-error (%)</td>
<td>16.75</td>
<td>11.52</td>
<td>7.74</td>
<td>4.91</td>
<td>2.62</td>
<td>1.00</td>
</tr>
<tr>
<td>nnz</td>
<td>$2^9$</td>
<td>$2^{10}$</td>
<td>$2^{11}$</td>
<td>$2^{12}$</td>
<td>$2^{13}$</td>
<td>$2^{14}$</td>
</tr>
<tr>
<td>nnz (thresholding)</td>
<td>110</td>
<td>110</td>
<td>129</td>
<td>156</td>
<td>177</td>
<td>197</td>
</tr>
<tr>
<td># Newtons</td>
<td>32</td>
<td>32</td>
<td>23</td>
<td>23</td>
<td>43</td>
<td>48</td>
</tr>
</tbody>
</table>

#### 3.1.2. Interior path following primal-dual approach

In this section we present an interior path following primal-dual approach to solve the deconvolution problem and compare its performance, using both direct and iterative solvers, with that of the STIRNCG approach. The detailed description of the method can be found in, e.g., [25, 20] and the references therein. Our goal here is to give a brief introduction to the method and our actual implementation for the readers' convenience. To begin, we follow [25, 20] and cast (13) into the standard quadratic programming problem

$$
\min_x \frac{1}{2} x^T Q x + c^T x
$$

subject to

$$
Ax = b := M WB1,
$$

$$
x \geq 0,
$$

where

$$
Q := \begin{bmatrix}
\frac{1}{\sigma^2} A_n^T A_n & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix},
A := \begin{bmatrix} WB & -I & 1 \end{bmatrix},
c := \begin{bmatrix}
-\frac{1}{\sigma^2} A_n^T \hat{y} - \frac{M}{\kappa} A_n^T A_n \|1 \\
\kappa 1
\end{bmatrix}.
$$

Here, $M$ is an arbitrary large positive number and $x = [m + M, w^+, w^-]^T$. Using the log-barrier approach together with the Newton method [39] we end up with solving the following linear system

$$
\begin{bmatrix}
Q & -A^T & -I \\
-A & 0 & 0 \\
Z & 0 & X
\end{bmatrix}
\begin{bmatrix}
\Delta x \\
\Delta y \\
\Delta z
\end{bmatrix} =
\begin{bmatrix}
\Delta x \\
\Delta y \\
\Delta z
\end{bmatrix} =
\begin{bmatrix}
-\bar{Q} x + A^T y + z - c \\
A x - b \\
\mu 1 - X z
\end{bmatrix}.
$$
where $X := \text{diag}(x)$, $Z := \text{diag}(z)$, and $\mu$ is the barrier parameter (also known as central path parameter). We choose to solve the Newton system by the Mehrotra predictor-corrector approach [32] that requires to invert the large spare matrix on the left hand of (14) in both predictor and corrector steps. We carry out this task by the direct method via the Schur complement reduction [1].

To start to algorithm we use the Mehrotra initial guess [32], and to update the solution we employ the following iterative process as suggested in [20]

$$
\begin{align*}
    x^{k+1} & = x^k + \alpha_{\text{primal}} \Delta x, \\
    y^{k+1} & = y^k + \alpha_{\text{dual}} \Delta y, \\
    z^{k+1} & = z^k + \alpha_{\text{dual}} \Delta z,
\end{align*}
$$

(15)

where $\alpha_{\text{dual}} = \alpha_{d}^{\text{max}}$ while a polynomial line search with Armijo rule [23] is employed for determining $\alpha_{\text{primal}}$ on the interval $[0, \alpha_{p}^{\text{max}}]$. Here,

$$
\begin{align*}
    \alpha_{p}^{\text{max}} & = 0.95 \min \left\{ \min_{\Delta x_i < 0} \left( -\frac{x_i}{\Delta x_i} \right), 1 \right\}, \\
    \alpha_{d}^{\text{max}} & = 0.95 \min \left\{ \min_{\Delta z_i < 0} \left( -\frac{z_i}{\Delta z_i} \right), 1 \right\}.
\end{align*}
$$

The central path parameter $\mu$ is computed using the suggestion in [34]. Let us summarize this version of the interior point method in Algorithm 4.

---

**Algorithm 4** Interior path following primal dual approach

**Input:** $k = 0, k_{\text{max}}$. Compute the initial guess $(x^0, y^0, z^0)$ using Mehrotra approach [32].

1: while $\frac{(x^k)^T z^k}{1 + |b^Ty^k|} > 10^{-7}$ do
2:     Compute the barrier parameter $\mu^k$ as suggested in [34].
3:     Solve (14) using the Mehrotra predictor-corrector approach [32].
4:     Compute $(x^{k+1}, y^{k+1}, z^{k+1})$ as in (15).
5:     Set $k = k + 1$.
6:     if $k > k_{\text{max}}$ then
7:         return
8:     end if
9: end while

---

Since either the forward or inverse wavelet transforms requires $O(n)$ operations, we form both matrices $B$ and $B^{-1}$ before starting the interior point solver. Finally, we stop the algorithm when either

$$
\frac{(|x^k|^T z^k)}{1 + |b^Ty^k|} \leq 10^{-7}
$$

is satisfied or the number of iterations exceeds a prescribed maximal value. Note that the tolerance of $10^{-7}$ is chosen so that MAP estimates have similar quality as those in Figure 1.

The results for various values of $N = \{9, 10, 11, 12, 13\}$ and 5% noise are shown in Table 7. Since we use the direct method, $B$ needs to be constructed (we accomplish this by acting the wavelet transform on the identity matrix), and the CPU time for carrying this task is shown as $B$ time, which is larger than the CPU time taken by...
the STIRNCG method, compared to Table 1. The CPU time taken by the Mehrotra algorithm (Mehrotra time) is even more, though the number of Mehrotra iterations is independent of the number of wavelet coefficients. Similar to the \( \varepsilon \)-trick method, we need to perform thresholding in order to have sparse constructions of the MAP in Table 7; in this case we use \( \tau = 10^{-4} \). On the fourth line of the table, we also present the convergence of the relative \( L^2 \)-error with respect to the reference solution as the number of wavelet levels increases.

**Table 7.** Time taken to construct \( \mathbf{B} \) (B time), time taken by the Mehrotra algorithm (Mehrotra time), the number of Mehrotra predictor-corrector iterations (# Mehrotras), and the number of nonzero wavelet coefficients (nnz) for finite dimensional reconstructions with Besov prior \( (20, B_{11}^{11} (T)) \) and Haar wavelets for various values of \( N = \{9, 10, 11, 12, 13\} \). The interior path following primal dual method is used and the noise level is 5\%, i.e., \( \sigma = 0.05 \max_j \{ u(x_j) \} \).

<table>
<thead>
<tr>
<th>( N )</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathbf{B} ) time (s)</td>
<td>2.78</td>
<td>6.49</td>
<td>14.90</td>
<td>36.87</td>
<td>98.70</td>
</tr>
<tr>
<td>Mehrotra time (s)</td>
<td>2.73</td>
<td>18.88</td>
<td>96.41</td>
<td>608.68</td>
<td>4890.93</td>
</tr>
<tr>
<td>relative ( L^2 )-error (%)</td>
<td>16.78</td>
<td>11.53</td>
<td>7.74</td>
<td>4.91</td>
<td>2.62</td>
</tr>
<tr>
<td>nnz</td>
<td>22</td>
<td>22</td>
<td>22</td>
<td>21</td>
<td>22</td>
</tr>
<tr>
<td># Mehrotras</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>11</td>
<td>12</td>
</tr>
</tbody>
</table>

We have numerically showed that the direct solver for the interior path following primal dual method is time-consuming. Alternatively, one can use iterative solver via the conjugate gradient (CG) method in both predictor and correct steps. Using this approach, we choose to stop the CG algorithm when the residual is less than \( 10^{-4} \). This approach is matrix-free since it does not explicitly require the construction of any matrices. Instead, only matrix-vector products are needed. For example, computing the action of \( \mathbf{B} \) on a vector amounts to carrying out a wavelet transform instead of constructing \( \mathbf{B} \) explicitly then acting it with that vector. In order to have sparse constructions of the MAP, we use thresholding with \( \tau = 10^{-4} \).

In Table 8 are the total CPU time, the relative \( L^2 \)-error, the number of nonzero wavelet coefficients, and the number of Mehrotra iterations. Compared to the direct solver in Table 7, the CG iterative method is much more efficient as the number of wavelet coefficients increases. For example, with \( N = 13 \) the former is 22 times more expensive than the latter. Nevertheless, it is the inexactness of latter that slows down the convergence of the MAP estimate towards the reference solution as indicated by the relative \( L^2 \)-error. Obviously, the number of Mehrotra iterations is less for the former than for the latter since both predictor and corrector steps are now solved inexactly. Nevertheless, interior path following primal dual approach with iterative solver is still (more than) an order of magnitude more expensive than the STIRNCG approach (compare Tables 8 and 1). Faster iterative approach can be implemented using preconditioning techniques (see, e.g., [2]). However, to be fair with the STIRNCG and the split Bregman approaches, no preconditioners are employed in this paper\footnote{Disclaimer: Our Matlab implementations of the interior point method, though we have tried to optimize it as much as we can, are by no means the best.}. Finally, similar to the STIRNCG approach the Mehrotra
method with iterative solver seems to scale linearly with respect to the number of wavelet coefficients as shown on the second line of Table 8.

Table 8. Time taken by the Mehrotra algorithm (Mehrotra time), the number of Mehrotra predictor-corrector iterations (# Mehrotras), and the number of nonzero wavelet coefficients (nnz) for finite dimensional reconstructions with Besov prior \( (20, B_{11}^1 (T)) \) and Haar wavelets for various values of \( N = \{9, 10, 11, 12, 13\} \). The interior path following primal dual method with iterative solver is used and the noise level is 5%, i.e., \( \sigma = 0.05 \max_j \{u(x_j)\} \).

<table>
<thead>
<tr>
<th>( N )</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>time (s)</td>
<td>43.50</td>
<td>56.65</td>
<td>78.98</td>
<td>132.04</td>
<td>217.90</td>
</tr>
<tr>
<td>relative ( L^2 )-error (%)</td>
<td>18.64</td>
<td>13.80</td>
<td>12.25</td>
<td>9.35</td>
<td>7.95</td>
</tr>
<tr>
<td>nnz</td>
<td>24</td>
<td>25</td>
<td>29</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td># Mehrotras</td>
<td>26</td>
<td>26</td>
<td>26</td>
<td>29</td>
<td>27</td>
</tr>
</tbody>
</table>

3.1.3. A split Bregman approach. This section presents a split Bregman method to solve the deconvolution problem and compare its performance, using both direct and iterative solvers, with those of the STIRNCG and the interior point methods. An excellent introduction to the split Bregman method is [18] and we do not attempt to repeat it here. Instead, we briefly present our implementation and refer the readers to [18] (and the references therein).

In order to use the split Bregman method presented in [18], we define

\[
Z := \kappa Ww,
\]

and the MAP estimation problem becomes

\[
\min_{w, z} J_{n, h}(w, z) = \frac{1}{2\sigma^2} \|\hat{y} - A_n B^{-1}w\|^2_2 + \|z\|_{\ell^1},
\]

subject to

\[
\kappa Ww - z = 0.
\]

A split Bregman iteration for (16) is presented in Algorithm 5. As can be seen, we need to solve an unconstrained optimization problem on the fourth line of the algorithm. For the deconvolution example, this is simple since the cost function is quadratic. Indeed, the solution is given by

\[
\left( \frac{1}{\sigma^2} B^{-T} A_n^T A_n B^{-1} + \lambda \kappa^2 W^T W \right) w^{k+1} = \left( \frac{1}{\sigma^2} B^{-T} A_n^T \hat{y} + \lambda \kappa W^T (z^k - x^k) \right).
\]

Clearly, one can construct \( B^{-1} \) (and hence \( H \)) explicitly and this requires \( O(n^2) \) operations since the cost for each inverse wavelet transform scales like \( O(n) \). It should be noted that \( H \) is independent of either the loops in Algorithm 5, and hence we need to carry out the Cholesky decomposition of \( H \) only once at the beginning of the algorithm. The work in [18] suggests that one should set \( imax = 1 \) to compromise the efficiency and accuracy. However, in order to get MAP estimates that have similar quality as those in Figure 1 we find that \( imax = 2 \) is most efficient. We take \( \varepsilon = 10^{-3} \) (line nine of Algorithm 5) and \( \lambda = 10 \). Note that the split Bregman method has been used for deconvolution problems with \( q \)-total variation.
Algorithm 5 split Bregman method

Input: $k = 0, z^0 = 0, x^0 = 0, k_{max}, imax$ and $\varepsilon$.

1: while 1 do
2:  Set $z^k = \kappa W w^k$.
3:  for $i = 1$ to $imax$ do
4:      Solve $w^{k+1} = \arg \min_w \frac{1}{2\sigma^2} \|\hat{y} - A_n B^{-1} w\|^2_2 + \frac{1}{2} \|z^k - \kappa W w - x^k\|^2_2$.
5:      Compute
6:         $y = \kappa W w^{k+1} + x^k$
7:         $z^{k+1} = \text{diag}(\text{sgn}(y)) \max \left\{ |y| - \frac{1}{\lambda}, 0 \right\}$
8:  end for
9:  Set $z^k = z^{k+1}$.
10: end if
11: if $\|w^{k+1} - w^k\|_2 \leq \varepsilon \|w^k\|_2$ then
12:     return
13: end if
14: if $k > k_{max}$ then
15:     return
16: end if
17: end while

Table 9 shows similar results to those of Table 7. As can be seen, the Bregman approach with direct solver is much less time-consuming than the interior path following primal dual approach with direct solver. This is partially due to the fact the former has $n$ variables while the latter has $3n$. Note that we have used thresholding with $\tau = 10^{-4}$ to compute the number of nonzero wavelet coefficients, and hence sparse constructions of the MAP. We also observe that the time taken to construct $B$ dominates the actual computation time. This suggests that, similar to the interior point method, we should replace the direct solver with an iterative one. Again, the fact that our inverse formation with Besov prior is discretization-invariant is clearly verified by the convergence of the relative $L^2$-error on the fourth line of Table 7. The convergence rate is comparable to that of the interior point method (compared with Table 7).

Since $H$ is symmetric positive definite, a natural iterative candidate is the CG method which we can terminate early since there is no need to solve the sub-optimization exactly [18]. In particular, we stop the CG algorithm when the residual norm is less than $10^{-3}$. Again, we need thresholding with $\tau = 10^{-4}$ to have sparse constructions of the MAP. Table 10 shows the results for the split Bregman method with the inexact CG solver. Clearly, iterative solver is less expensive than the direct one, and, surprisingly, they have the same number of Bregman iterations and approximately the same convergence rate. More importantly, the result shows that the Bregman time scales linearly with the number of wavelet coefficients. Compared to the iterative Mehrotra approach, iterative Bregman is more than three times
Table 9. Time taken to construct $\mathbf{B}$ ($\mathbf{B}$ time), time taken by the Bregman algorithm (Bregman time), the number of Bregman iterations (# Bregmans), and the number of nonzero wavelet coefficients (nnz) for finite dimensional reconstructions with Besov prior $(20, B^1_{11} (T))$ and Haar wavelets for various values of $N = \{9, 10, 11, 12, 13, 14\}$. The noise level is 5%, i.e., $\sigma = 0.05 \max_j \{u(x_j)\}$.

<table>
<thead>
<tr>
<th>$N$</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbf{B}$ time (s)</td>
<td>2.78</td>
<td>6.49</td>
<td>14.90</td>
<td>36.87</td>
<td>98.70</td>
<td>299.51</td>
</tr>
<tr>
<td>Bregman time (s)</td>
<td>0.13</td>
<td>0.29</td>
<td>1.23</td>
<td>4.41</td>
<td>18.44</td>
<td>78.28</td>
</tr>
<tr>
<td>relative $L^2$-error (%)</td>
<td>16.51</td>
<td>11.41</td>
<td>7.73</td>
<td>5.00</td>
<td>2.92</td>
<td>1.39</td>
</tr>
<tr>
<td>nnz</td>
<td>25</td>
<td>28</td>
<td>29</td>
<td>31</td>
<td>31</td>
<td>35</td>
</tr>
<tr>
<td># Bregmans</td>
<td>60</td>
<td>56</td>
<td>54</td>
<td>54</td>
<td>53</td>
<td>53</td>
</tr>
</tbody>
</table>

faster. Nevertheless, it is still more than two times slower than the STIRNCG method; compare Table 10 and Table 1.

Table 10. Time taken by the Bregman algorithm (Bregman time), the number of Bregman iterations (# Bregmans), and the number of nonzero wavelet coefficients (nnz) for finite dimensional reconstructions with Besov prior $(20, B^1_{11} (T))$ and Haar wavelets for various values of $N = \{9, 10, 11, 12, 13, 14\}$. The noise level is 5%, i.e., $\sigma = 0.05 \max_j \{u(x_j)\}$.

<table>
<thead>
<tr>
<th>$N$</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bregman time (s)</td>
<td>19.99</td>
<td>25.60</td>
<td>33.57</td>
<td>47.62</td>
<td>70.48</td>
<td>112.63</td>
</tr>
<tr>
<td>relative $L^2$-error (%)</td>
<td>16.51</td>
<td>11.40</td>
<td>7.72</td>
<td>4.90</td>
<td>2.90</td>
<td>1.34</td>
</tr>
<tr>
<td>nnz</td>
<td>25</td>
<td>26</td>
<td>28</td>
<td>31</td>
<td>32</td>
<td>35</td>
</tr>
<tr>
<td># Bregmans</td>
<td>60</td>
<td>56</td>
<td>54</td>
<td>54</td>
<td>53</td>
<td>53</td>
</tr>
</tbody>
</table>

3.2. An inverse coefficient problem governed by elliptic partial differential equation. In this section, we consider a one dimensional heat conduction problem. The MAP estimation problem in this case reads

$$\begin{align*}
\min_{w^\pm \in \mathbb{R}^n} J_n (w^\pm) &= \frac{1}{2} \| \hat{y} - \hat{u} \|_L^2 + \kappa 1^T (w^+ + w^-), \\
\text{subject to} \\
& (17b) \quad \mathbf{m} = \mathbf{B}^{-1} \mathbf{W}^{-1} (w^+ - w^-), \quad w^\pm \geq 0, \\
& \nabla \cdot (m \nabla u) = 0 \quad \text{in } \Omega, \\
& (17d) \quad m \nabla u \cdot \mathbf{n} = Bi u \quad \text{on } \partial \Omega \setminus \Gamma_L, \\
& (17e) \quad -m \nabla u \cdot \mathbf{n} = -1 \quad \text{on } \Gamma_R.
\end{align*}$$

Here, we denote $\Omega = (0, 1)$, $\Gamma_L = \{0\}$, $\Gamma_R = \{1\}$, $m$ the conductivity, $Bi$ the Biot number, and $\mathbf{n}$ the outward unit normal vector; $u$ is temperature distributed in $\Omega$ while $\hat{u}$ is a vector containing the temperature evaluated at observation points.
We discretize (17c)–(17e) using the standard first order conforming finite element method on a uniform mesh with \( h = 2^{-N} = n^{-1} \). For simplicity, we also approximate \( m \) using the same finite element space so that
\[
m_h(x) = \sum_{i=1}^{n} m_i \varphi_i(x),
\]
with \( \varphi_i \) as the finite element nodal basis functions. Consequently, the discretized version of (17c)--(17e) has the form
\[
A(m)u = F,
\]
where \( u \in \mathbb{R}^{n+1} \) is the vector of nodal values of \( u \), \( F \in \mathbb{R}^{n+1} \) the right-hand side resulting from the boundary condition (17e), and \( A(m) \in \mathbb{R}^{(n+1) \times (n+1)} \) the stiffness matrix.

Suppose that we have \( K = 32 \) observations with \( x_j = (j - 1)/2^5, j = 1, \ldots, K \). Let us denote by \( Q \) the observation operator such that \( \hat{u} = Qu = [u(x_1), \ldots, u(x_K)]^T \).

In order to avoid the phenomenon of inverse crimes, we generate our data using a finer computational mesh (with \( h = 2^{-15} \)) than the one used in the inversion, and then add a Gaussian noise similar to the deconvolution problem in Section 3.1. The fully discrete MAP problem reads
\[
n_{n,h}^{MAP} = \arg \min_{w^\pm \in \mathbb{R}^n} J_{n,h}(w^\pm) = \frac{1}{2\sigma^2} |\hat{y} - Qu|^2 + \kappa \mathbf{1}^T (w^+ + w^-),
\]
subject to
\[
m = B^{-1}W^{-1}(w^+ - w^-), \quad w^\pm \geq 0,
\]
\[
A(m)u = F
\]

In order to apply the STIRNCG method to solve (19), we use the reduced space approach in which \( u \) is considered as a function of \( m \). By the chain rule, we obviously have the gradients as
\[
\frac{\partial J_{n,h}}{\partial w^+} = W^{-T}B^{-T} \frac{\partial J_{n,h}}{\partial m} + \kappa \mathbf{1}, \quad \frac{\partial J_{n,h}}{\partial w^-} = -W^{-T}B^{-T} \frac{\partial J_{n,h}}{\partial m} + \kappa \mathbf{1}.
\]

On the other hand, one can use the adjoint method to have
\[
\frac{\partial J_{n,h}}{\partial \mathbf{m}_i} = \mathbf{v}^T \frac{\partial A(m)}{\partial \mathbf{m}_i} \mathbf{u}, \quad i = 1, \ldots, n,
\]
where the adjoint vector \( \mathbf{v} \) solves
\[
A(m)^T \mathbf{v} = \frac{1}{\sigma^2} Q^T (\hat{y} - Qu).
\]

Now, the product of the Hessian with a vector \( (\mathbf{w}^+, \mathbf{w}^-) \), whereby we define \( \hat{m} = B^{-1}W^{-1}(\mathbf{w}^+ - \mathbf{w}^-) \), can be written as
\[
\frac{\partial^2 J_{n,h}}{\partial \mathbf{w}^+ \partial \mathbf{w}} \cdot (\mathbf{w}^+, \mathbf{w}^-) = \frac{1}{\sigma^2} W^{-T}B^{-T} \left( \frac{\partial^2 J_{n,h}}{\partial \mathbf{m}^2} \cdot \hat{m} \right),
\]
\[
\frac{\partial^2 J_{n,h}}{\partial \mathbf{w}^- \partial \mathbf{w}} \cdot (\mathbf{w}^+, \mathbf{w}^-) = -\frac{1}{\sigma^2} W^{-T}B^{-T} \left( \frac{\partial^2 J_{n,h}}{\partial \mathbf{m}^2} \cdot \hat{m} \right).
\]
Let us define $H := \frac{\partial^2 J_{n,h,m}}{\partial m^2} \cdot \tilde{m}$. Then, by using the adjoint method the second time, we have

$$H_i = v^T \left( \sum_{j=1}^n \frac{\partial^2 A(m)}{\partial m_i \partial m_j} \tilde{m}_j \right) u + \tilde{v}^T \frac{\partial A(m)}{\partial m_i} u + v^T \frac{\partial A(m)}{\partial m_i} \tilde{u}, \quad i = 1, \ldots, n,$$

where the incremental state vector $\tilde{u}$ solves

$$A(m) \tilde{u} = - \left( \sum_{j=1}^n \frac{\partial A(m)}{\partial m_j} \tilde{m}_j \right) u,$$

and the incremental adjoint vector $\tilde{v}$ solves

$$A(m)^T \tilde{v} = - \left( \sum_{j=1}^n \frac{\partial A(m)}{\partial m_j} \tilde{m}_j \right) v - \frac{1}{\sigma^2} Q^T Q \tilde{u},$$

For the following numerical results, we take $Bi = 0.1$, $\sigma = 0.01 \max_j \{u(x_j)\}$, and $\kappa = 14$. The initial guess for $(w^+, w^-)$ is obtained from the wavelet transform of $m(x) = 0.1$. Note that a rigorous way to ensure the positiveness of the conductivity is to work with $m = \exp(\gamma)$, see e.g. [8]; however, for all numerical results in this section our code seems to always produce positive $m$, and for that reason we use the former for simplicity. For our STIRNCG solver, we use $\varepsilon_F = 5.\varepsilon - 8$, $\varepsilon_X = 1.\varepsilon - 8$, and $\varepsilon_G = 1.\varepsilon - 8$.

Figure 5 shows solutions $m_n(x)$ of our inverse problem for different value of $N = \{8, 10, 12, 14\}$, equivalently $n = \{256, 1024, 4096, 16384\}$, on top of the synthesized target function $m(x)$. Here, the noise variance is taken as $\sigma = 0.01 \max_j \{u(x_j)\}$. The results show again that Besov prior/regularization is discretization-invariant (since the solution already converges at $n = 4096$) and edge-preserving. Table 11 presents the CPU time taken (in seconds), the number of Newton iterations, and the number of nonzero wavelet coefficients. As can be observed, the solutions are very sparse since there are only 13 nonzero wavelet coefficients no matter what $n$ is. That is, the sparsity is independent of the dimension of the problem. As expected, the CPU time is a linear function of $n$ since the number of Newton iterations is essentially constant, independent of $n$. It should be pointed out that the number of Newton iterations is more than 100 for all $n$. We observe that most of the iterations are for the STIRNCG solver to move from the initial guess to the basin of attraction of a local minimum. Once it gets there, only a few iterations are needed since the convergence is quadratic.

Similar to the deconvolution problem, we take the MAP estimation on the finest resolution as the reference solution to compute the relative $L^2$-error. As can be observed in Table 11, the nonlinear inverse problem with Besov prior is discretization-invariant with finite element discretization for forward, adjoint, incremental forward, and incremental adjoint equations.

Since the Bregman method is straightforward for nonlinear inverse problems, we implement it for our heat conduction problem. To solve the nonlinear unconstrained optimization problem, we employ the STIRNCG method by setting the bounds equal to infinity. Again, we only need to solve it inexactly, and for that reason we choose $\varepsilon_F = 5.\varepsilon - 1$, $\varepsilon_X = 1.\varepsilon - 6$, and $\varepsilon_G = 5.\varepsilon - 1$. We take $\text{imax} = 2$, $\varepsilon = 10^{-3}$, and $\lambda = 25$ in order to obtain solutions with the same quality as those in Figure...
Figure 5. The target function \( m(x) \) and its finite dimensional reconstructions with Besov prior \((14, B^{1}_1(T))\) and Haar wavelets for various values of \( N = \{8, 10, 12, 14\}\). Noise level is 1%, i.e., \( \sigma = 0.01 \max_j \{u(x_j)\} \).

Table 11. Time taken, the number of Newton iterations (\# Newtons), relative \( L^2 \)-error, and the number of nonzero wavelet coefficients (nnz) for finite dimensional reconstructions with Besov prior \((14, B^{1}_1(T))\) and Haar wavelets for various values of \( N = \{8, 10, 12, 14\}\). Noise level is 1%, i.e., \( \sigma = 0.01 \max_j \{u(x_j)\} \).

<table>
<thead>
<tr>
<th>( N )</th>
<th>time (s)</th>
<th>relative ( L^2 )-error (%)</th>
<th>nnz</th>
<th># Newtons</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>119.00</td>
<td>5.88</td>
<td>13</td>
<td>140</td>
</tr>
<tr>
<td>10</td>
<td>390.60</td>
<td>2.84</td>
<td>13</td>
<td>129</td>
</tr>
<tr>
<td>12</td>
<td>1765.00</td>
<td>1.22</td>
<td>13</td>
<td>144</td>
</tr>
<tr>
<td>14</td>
<td>7941.42</td>
<td>0</td>
<td>13</td>
<td>151</td>
</tr>
</tbody>
</table>

Comparing Tables 12 and 11 we see that the Bregman method is more time-consuming than the STIRNCG though it also essentially has dimension-independent sparsity and iterations. While STIRNCG is more than two times more efficient than Bregman for the deconvolution problem, the efficiency is less than two times for the inverse heat conduction problem. It is interesting to observe, compare the relative \( L^2 \)-error in Tables 12 and 11, that both approaches have the same convergence rate for the MAP estimation.
Table 12. Time taken, the number of Newton iterations (# Newtons), relative $L^2$-error, and the number of nonzero wavelet coefficients (nnz) for finite dimensional reconstructions with Besov prior $(14, B^1_{11}(T))$ and Haar wavelets for various values of $N = \{8, 10, 12, 14\}$. Noise level is 1%, i.e., $\sigma = 0.01 \max_j \{u(x_j)\}$ and $\lambda = 25$.

<table>
<thead>
<tr>
<th>$N$</th>
<th>8</th>
<th>10</th>
<th>12</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>time (s)</td>
<td>82.12</td>
<td>477.22</td>
<td>2071.72</td>
<td>12415.64</td>
</tr>
<tr>
<td>relative $L^2$-error (%)</td>
<td>5.88</td>
<td>2.86</td>
<td>1.26</td>
<td>0.34</td>
</tr>
<tr>
<td>nnz</td>
<td>11</td>
<td>13</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td># Newtons</td>
<td>42</td>
<td>106</td>
<td>41</td>
<td>42</td>
</tr>
</tbody>
</table>

4. Conclusions. We have considered the problem of finding finite dimensional MAP estimates for the Bayesian deconvolution problem with Besov prior $B^1_{11}(T)$. The task at hand is to solve a non-differentiable optimization problem. Table 13 summarizes the performance of three numerical optimization methods employed in the paper. We have solved the problem directly using a split Bregman method which requires to solve $im_\alpha$ times an unconstrained sub-optimization problem of size $n$, the number of wavelet coefficients, in each Bregman iteration. We have shown that the sub-optimization can be solved inexactly and $im_\alpha$ needs to be at least two in order to compromise the accuracy and efficiency. The numerical results show that the number of Bregman iterations is essentially independent of $n$ and the computation time scales linearly in $n$. Alternatively, we first cast the non-differentiable optimization problem into an equivalent but differentiable one. We then use the interior path following primal dual approach to solve the resulting problem of size $3n$. We have shown that the inexact CG method for the Mehrotra predictor-corrector is more efficient than the direct solver. Similar to the Bregman approach, the interior point method seems to have linear computation time with respect to $n$ and dimension-independent number of iterations. Nevertheless, the former is about three times more efficient than the latter. Both methods yield sparse estimates of the MAP point after thresholding, and the sparsity is independent of the dimension $n$ of the wavelet coefficients.

We have presented another alternative in solving the equivalent differentiable optimization problem, namely, the STIRNCG approach. We have shown that the STIRNCG method seems to have most economic computation time. It provides the best result that one can hope for; the number of Newton iterations is small and independent of $n$, and the overall computation time scales linearly in $n$. Numerical results show that it is more than two times faster than the iterative Bregman method (and hence more than six times faster than the iterative interior point approach). Unlike the other methods, STIRNCG does not require thresholding to obtain sparse estimations of the MAP point. Within the STIRNCG approach, we have also showed that the $\varepsilon$-trick is not an efficient method. Indeed, it is even more time-consuming than the Bregman and the interior point methods.

We have also applied the STIRNCG approach to elliptic PDE-constrained inverse problem, namely, the inverse heat conduction problem up to $n = 16,384$ wavelet coefficients. The numerical results again show that solving for the MAP point using STIRNCG method has dimension-independent number of Newton iterations and sparsity; hence having linear computation time with respect to the number
Table 13. Summary of the performance of the split Bregman method, the interior path following primal dual approach, and the STIRNCG method. In the table are CPU time, relative $L^2$-error, the number of nonzero wavelet coefficients (nnz), and the number of iterations (Bregman iterations, or Mehrotra predictor-corrector iterations, or Newton iterations). The MAP are estimated with Besov prior $\{20, B_1^{11}(\mathbb{T})\}$ and Haar wavelets for $N = 13$ and $\sigma = 0.05 \max_j \{u(x_j)\}$.

<table>
<thead>
<tr>
<th></th>
<th>CPU time</th>
<th>error (%)</th>
<th>nnz</th>
<th># iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>split Bregman (direct)</td>
<td>117.14</td>
<td>2.92</td>
<td>31</td>
<td>53</td>
</tr>
<tr>
<td>split Bregman (iterative)</td>
<td>70.48</td>
<td>2.90</td>
<td>32</td>
<td>53</td>
</tr>
<tr>
<td>Interior (direct)</td>
<td>4989.63</td>
<td>2.62</td>
<td>22</td>
<td>12</td>
</tr>
<tr>
<td>Interior (iterative)</td>
<td>217.90</td>
<td>7.95</td>
<td>30</td>
<td>27</td>
</tr>
<tr>
<td>$\varepsilon$-trick with STIRNCG</td>
<td>192.00</td>
<td>2.62</td>
<td>177</td>
<td>43</td>
</tr>
<tr>
<td>STIRNCG</td>
<td>15.46</td>
<td>2.61</td>
<td>25</td>
<td>9</td>
</tr>
</tbody>
</table>

of wavelet coefficients. Similar to the deconvolution problem, we show that the Bregman method is more time-consuming than the STIRNCG approach though it may be straightforward to implement and has half number of optimization variables.
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