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ABSTRACT

Sitting at the interface of biology and engineering, biomechanics and mechanobiology are important areas where computational modeling is applied to study how mechanics and biological processes influence and regulate each other. In the continuum regime of biomechanics and mechanobiology, inverse problems often arise in applications such as biomechanical imaging (BMI) and cell traction force microscopy (TFM). In BMI, typically the tissue properties, for instance, the shear modulus or the nonlinear elastic parameter, are reconstructed, given experimentally measured full interior displacement field. BMI is extensively studied in tissue mechanical property quantification. On the other hand, in cell TFM, the traction on a cell’s surface is recovered, given experimentally measured displacement field in the extracellular matrix, where dense tracking beads are embedded. Cell traction is crucial in understanding stem cell differentiation, cancer cell metastasis, embryonic morphogenesis, etc. For both BMI and TFM, the displacement field is obtained from various imaging modalities, such as magnetic resonance (MR), ultrasound, optical coherence tomography (OCT), confocal laser scanning microscopy (CLSM) and stimulated emission depletion (STED) microscopy, where the resolution ranges from millimeters to nanometers.

Both problems described above are governed by the same system of elliptic PDEs that enforce mechanical equilibrium for an elastic material. In this thesis, we apply an optimization framework and treat the above two types of inverse problems as PDE-constrained optimization problems and solve them with one general algorithmic framework. In the language of PDE-constrained optimization problems BMI leads to a parameter identification problem, and TFM leads to a source identification problem. For the parameter identification problem, we demonstrate the iterative reconstruction of shear modulus with displacement data from OCT. Moreover, we apply and demonstrate the utility of adaptive mesh refinement and domain decomposition in efficiently solving this problem. We validate these methods with tissue-mimicking phantoms and ex-vivo and in-vivo biological tissues in 2D and 3D.
For the source identification problem, we pose and implement a novel formulation that accounts for finite deformation and material nonlinearity in 3D. The algorithm is applied to *in-silico* problems and the error incurred in making the linear elastic assumption is quantified. It is also applied to determine the tractions exerted by live cells on their surroundings. All computations were performed using our in-house FORTRAN code, nonlinear adjoint coefficients estimator (NLACE) which is parallelized on shared-memory machines.
CHAPTER 1
Introduction

1.1 Biomechanics and mechanobiology

Biomechanics and mechanobiology are like the two sides of a coin. They delineate the intertwined relation between biological processes and mechanics. In biomechanics, biological processes can generate forces and regulate the mechanical properties of a system; in mechanobiology, applied load and varying system stiffness can in turn influence and regulate biological processes [1].

To be more specific, on the tissue level, the progression of several diseases, such as different types of cancers, fibrosis and sclerosis, is marked by significant changes in tissue micro-structure that lead to changes in mechanical properties. For example, the progression of breast and prostate cancer is accompanied by the evolution of stiff tumors [2]–[5]; fibrosis of liver is accompanied by a diffuse stiffening of tissue [6]–[8]; atherosclerosis is marked by significant stiffening in arterial walls [9]; Alzheimer’s disease is correlated with the softening of the brain parenchyma [10]. Due to these correlations, the ability to non-invasively quantify the spatial variation of mechanical properties is being used in the understanding, detection, diagnosis and therapeutic monitoring of diseases such as breast [3]–[5], [11], [12], prostate [12], [13], pancreatic [14], [15] and skin cancers [16], glioblastoma [17], Alzheimer’s disease [10], liver cirrhosis [6]–[8], atherosclerosis [9], vulnerable plaques [18], cardiac disease [19], muscular disorders [20], damage in trabecular bone [21] and corneal disease [22].

On the cellular level, cell-matrix adhesive interactions are known to regulate cells’ form, function and fate and drive tissue development and homeostasis. For all these cases, forces exerted by cells and mechanical properties of extracellular matrices are two foremost factors [23]–[28]. For example, cell-generated forces are crucial during tissue morphogenesis and embryogenesis [29]–[31]; in breast cancer lesions, activated fibroblasts recruit fibrillar constituents that promote the invasive phenotype and further enhance stiffness [32]–[34]. Thus the ability to control and monitor the spatial and temporal variation of cellular forces and mechanical prop-
erties of extracellular matrices can lead to a better understanding of the pathways that control these processes and pave the way for a tool with which to control them.

Biomechanical imaging (BMI) and cellular traction force microscopy (TFM) are two effective approaches to infer mechanical properties and cellular forces, respectively, from experimental observations and are the two foci of this thesis.

1.2 Biomechanical imaging

Biomechanical imaging (BMI), elasticity imaging or elastography refers to a collection of techniques to non-invasively quantify the mechanical properties of tissue-like soft materials [35]–[39]. It relies on imaging-based experimental techniques as well as robust computational algorithms. For BMI, experimental observation is mainly about measuring the deformation of specimens and sometimes the corresponding forces applied. There are many ways to categorize BMI methods. To name a few, they are categorized based on whether the load is applied externally or internally (cardiac motion, respiratory motion or pulsation), based on whether the load is applied in a transient, time-harmonic or quasi-static way, based on the measurement devices (mechanical, ultrasound, optical or magnetic resonance), and based on whether the results are qualitative or quantitative. Good reviews for this topic are published recently by Barbone and Oberai [39], Doyley [40] and Mariappan [41]. Apart from these perspectives, we can also classify BMI methods based on whether we have surface measurement only or full interior measurement.

1.2.1 BMI with surface measurement

In the case of surface measurement, surface indentation is typically applied and mechanical properties in the whole domain are inferred. Egorov et al. [42]–[44] reported promising results in breast cancer based on experimental data, where Young’s modulus were calculated given displacement and force measurement on surface; Mei et al. [45] and Olson and Throne [46] demonstrate solutions with multiple simulated surface deformation measurements. The inverse problem given only surface measurement is more ill-posed than the case with full interior measurement and it poses different challenges. Since there is much richer literature for the case with
full interior displacement measurement [35]–[39] and it is also one of the foci of this thesis, more discussion about BMI with surface measurement are beyond the scope of this thesis.

1.2.2 BMI with full interior measurement

In the case of full interior measurement, the deformation of a specimen under dynamic or quasi-static load is captured in a sequence of images with conventional imaging modalities, often ultrasound, optical coherence tomography (OCT) etc. Obtaining displacement from these images is not a trivial process, especially for ultrasound. Usually, researchers in ultrasound elastography tend to use minimization-based or cross-correlation-based motion estimation algorithms [47]–[52]; while phase-based methods are more widely adopted for the recently fast emerging field - OCT elastography [53],[54]. OCT imaging generally has higher resolution (micrometers) and poorer penetration depth (millimeters) compared to ultrasound imaging (tens of micrometers in resolution and tens of millimeters in penetration depth).

1.2.2.1 Qualitative BMI - strain imaging

Strain imaging is a dominant technique in elastography. In fact, before robust and efficient algorithms were implemented on powerful computers, strain imaging was the only technique in elastography. Nowadays it is still a dominant approach because it is easy to implement and the results are sufficiently interpretable clinically since strain is simply the derivative of the deformation and it can certainly provide some information related to modulus. There are several applications of strain imaging in ultrasound [12],[37],[48],[52],[55] and in OCT [56],[57]. Implementation-wise, since measured displacement can be noisy, appropriate filtering is mostly used, such as weighted least square [56], different types of regularization [49], PDE-constrained filtering [58] and Kalman filtering [52]. Despite of strain imaging’s wide application, its lack of sufficiently quantitative information for mechanical properties is a drawback. Further, since strain depends on the applied deformation, which is itself operator-dependent, strain imaging also suffers from the drawback that it is operator-dependent.
1.2.2.2 Quantitative BMI

In order to obtain quantitative mechanical properties from displacement measurement, the stress-strain relation and the equations of equilibrium need to be considered. These equations are partial differential equations (PDEs), which makes solving the problem of determining the modulus very complex. In order to avoid this, several researchers have made approximations about the stress state. These simplified solutions are often termed as “first-order solutions” [40].

First-order solutions

The assumptions incurred in the first-order solution depend on whether the loading is dynamic or quasi-static.

If the load is applied on the specimen in a way that the inertia of the specimen cannot be ignored, the loading is dynamic. Within this it can be either transient if the specimen is excited by acoustic force, air puff or pulsed laser, or time-harmonic if the specimen is excited constantly at a certain fixed frequency. When considering first-order solutions in both transient (ultrasound[59], OCT[60]–[62], MRI[63]) and time-harmonic (ultrasound[64], OCT[65], MRI[66]) cases, it is assumed that the shear modulus is related to shear wave velocity by

\[ c_s = \sqrt{\frac{\mu}{\rho}} \]

where \( c_s \) is the shear wave velocity, \( \mu \) is the shear modulus and \( \rho \) is the mass density. This relation assumes that the shear wave travels in a reflection-free medium, which is seldom the case. Once this is assumed, the wave speed is measured through some simple algorithm (wavefront tracking, time arrival, etc.) and is related to the shear modulus. Although remedy has been proposed to alleviate the limitation [40], it still appears challenging to use these approaches.

In some instances, the external load is applied very slowly in a quasi-static way where the inertia of the specimen can be safely ignored. First-order solutions to the quasi-static problem have been implemented for ultrasound [35] and MRI [67]. In most cases, this involves assuming a one-dimensional stress state along the axis of compression. Recently Kennedy et al. [68] have proposed a approach for OCT. They overlay a compliant layer with known material properties above the specimen during quasi-static compression. This supplies a 2D spatial stress map.
With the stress information and measured displacement, the shear modulus can be immediately retrieved by a simple algebraic inversion once it is assumed that the axial stress is constant along the axis of compression. Unlike strain imaging where the stress is considered homogeneous everywhere within the specimen, here the stress is only assumed uniform along the loading direction. This does not increase computation burden yet it provides more quantitative information. We note that even this assumption can very easily break in the presence of heterogeneities within the specimen [69].

**Solutions to the inverse problem**

In elasticity, a forward problem is to find the displacement given material properties and boundary conditions; an inverse problem is to find the material properties given measured displacement and some boundary data. This problem is ill-posed in the sense of Hadamard. In particular, while it is possible to show the existence and uniqueness of solutions (at least for the case with no noise in the measurements), it is quite difficult to show that the solution is continuously dependent on input data.

In almost all cases, the solution to the inverse problem is obtained by posing it as a constrained minimization problem. In the problem, the mismatch between the measured and the predicted displacement is minimized, where the predicted displacement field is required to satisfy the equations of equilibrium. The solution is obtained by seeking the spatial distribution of material properties that minimizes the difference between the predicted and the measured displacement field. Such PDE-constrained minimization problems are solved using a gradient-based algorithm, where the gradient is efficiently determined by solving a forward and an appropriately selected adjoint problem.

Solving the inverse problem in the transient case is very challenging since the forward problem needs to be solved forward in time, the adjoint problem needs to be solved backward in time and computing the gradient needs solutions from both problem at all time steps, which creates difficulties in memory management [70] and computational scaling [71]. Although the former difficulty can be alleviated by checkpoint algorithms [72], parallelizing the solver still remains challenging. In
the context of BMI or elastography, solving the transient elasticity problem has not been explored. Recently, there are some trials by Bayat et al. in this direction [73]. More broadly speaking, there are some interesting algorithms that tackle the transient elasticity problem in a slightly more general sense [74]–[76] as well as the rich resources in the area of seismic inversion [70], [77] where only surface measurement is available.

Solving the inverse problem in the time-harmonic case is relatively well explored [78]–[86]. In this case, the forward problem reduces to an elliptic PDE (no time dependence) and the adjoint problem also reduces to an elliptic PDE. Thus, the difficulties associated with solving a forward-in-time forward problem and the backward-in-time adjoint problem are circumvented.

Solving the inverse problem in the quasi-static case has been reported with ultrasound [87]–[92], MRI [93] and recently OCT [69] data. The quasi-static inverse elasticity problem can either be solved with direct methods [87], [88], [94], [95] or iterative methods [89], [90], [92], [96]–[98]. Direct methods converge fast yet can easily diverge when data is only mildly noisy, since derivatives are taken with respect to measured displacement field. In contrast, iterative methods are more robust to imperfect data yet converge relatively slowly. Generally, iterative methods are based on optimization formulation and gradient-based algorithms are mostly adopted. As noted earlier, computing the gradient can be very expensive. In this type of problems, the adjoint method is commonly used to decrease the computational cost. In the context of BMI, adjoint method is first proposed by Oberai et al. [98] and similar applications of adjoint method can be found in many areas, such as cell traction force microscopy [99], artificial neural networks [100], fluid control in computer graphics [101], error estimation for adaptive mesh refinement [102], recovering rheological parameters of mantle flow in earth science [103], shape or topology optimization [104]–[106], tumor growth modeling ?, etc. The adjoint-based method has been explored well in linear and nonlinear inverse elasticity problems [91], [98], [108]–[111] and validated many times with experimental data, such as studies on cell stiffness [112], tissue-mimicking phantoms [69], [91], [113], ex vivo tissues (horse airway in Chapter 2 and breast tumor in Chapter 3) and in vivo tissues (breast tumor
While the adjoint-based approach to solving the inverse problem is very efficient, it is also can become computationally expensive in three dimensions. For example, in 3D using OCT, it is common to sample displacement on a grid that is $300 \times 500 \times 500$. This leads to 75 million optimization parameters for the inverse problem, which leads to a large computational costs. In this dissertation, we present two distinct approaches to deal with these costs - adaptive mesh refinement and domain decomposition.

The adaptive mesh refinement technique is often used in many computational science engineering fields, such as in modeling cardiovascular system [116], [117], structure formation in universe in cosmology [118], plate tectonics and mantle flow in earth science [119], atmospheric science [120], magnetically confined fusion plasma simulation [121]. Recently, some researchers have applied the adaptive mesh refinement technique to BMI [122]–[124]. Arnold et al. devise the adaptive scheme to decrease the cost function of the variational problem and apply it to some synthetic data [122], [123]; Goksel et al. adopt the adaptive scheme that penalizes strain magnitudes and optimal Delaunay triangulation and apply it to some synthetic data and two experimental cases. Both of their model problems are in 2D with a couple of hundreds nodes and little biological relevance is discussed. This thesis proposes the adaptive strategy based on the gradient of shear modulus for BMI and demonstrate it in 3D on several phantom data and ex-vivo and in-vivo biological tissues data imaged with OCT. Specifically, tetrahedral elements are refined where the gradients of shear modulus are greater than certain threshold and the refinement stops when it reaches the resolution of measured displacement. Solution continuation is also used along the process of mesh refinement.

The domain decomposition technique originates from H. A. Schwartz’s seminal work in 1870, where he proved the existence of harmonic functions on irregular domains which are the union of overlapping subdomains. After that, domain decomposition methods based on iterative strategies have been continuously developed.
due to its natural parallelism to solve large-scale problems. A good review about iterative domain decomposition is published by Chan and Mathew [125]. In BMI, Van Houten et al. demonstrate a similar idea as domain decomposition and term it “subzone technique”, where the global domain is decomposed to overlapping subdomains. They apply the subzone technique to MR elastography for brain tissue and obtain satisfactory results [126]. This thesis proposes a different idea in domain decomposition for BMI. In this strategy, the entire domain is modeled in each subproblem. However, a very coarse discretization is used everywhere except in a small subdomain, which is the region of interest. Using this approach all the subproblems can be solved simultaneously, and no data needs to be shared among them. This also obviates the need to perform multiple iterations of the subproblems. Further, since no data is communicated, the approach is very easily parallelizable. We demonstrate the method with 3D in-vivo fingertip tissue data measured by OCT.

1.3 Cell traction force microscopy

Measuring cell-generated forces is a broad topic that has seen the development of many different types of experimental and computational techniques. Initially, these methods tended to be qualitative, such as the ones based on wrinkling membranes [127] or collagen contraction [128]. As experimental techniques have grown more advanced, cantilever-based methods become popular, where cantilevers with known material properties are micro-fabricated and used to measure the motility of cells, including tissue pillars [129]–[132] and micropillars made of PDMS [133]–[137]. These methods require sophisticated fabrication skills and mainly recover cell-generated forces in 2D.

As computation power has increased significantly in the past few decades, some methods based on advanced computational techniques have emerged, among which the most prominent ones are traction force microscopy (TFM) in 2D [138]–[141], 2.5D [142], [143] and 3D [144]. In both 2D and 2.5D TFM, cells are grown on 2D substrates. They differ from each other in whether the depth of the substrate is accounted for in evaluating the traction forces. In contrast to this, in 3D TFM, cells are embedded in 3D hydrogels. 3D methods become increasingly popular cellular
behaviors in three dimensions is very different from that in two dimensions, and in most cases more representative of the actual in-vivo micro-environment that the cell sees. In the following, we review some of the experimental and computational techniques in TFM. Good surveys of about cell-generated forces measurement can be found in the publications by Polacheck and Chen [145], Style et al. [146] and Iskratsch et al. [23].

1.3.1 Experimental techniques

In TFM, cells are grown in a substrate and thousands of fluorescent beads are embedded around the cells as markers. While the cells are growing, they exert forces on the substrate which is typically made from mechanically well-characterized hydrogels. Then the specimen is lysed with detergent, or some other chemicals, and the link at the interface of cells and the hydrogels is dissolved. The cleavage of this link causes the substrate to relax, especially in regions that are close to the cell. The beads undergo a motion due to this relation. The displacement of the beads, and hence the substrate, is determined by comparing the positions of the beads before and after lysing [144]. The displacement field is determined using correlation-based methods, where the displacement is found by computing the cross-correlation of two windows in two consecutive images/volume frames, such as Digital Image Correlation (DIC) in 2D [146], [147] and Digital Volume Correlation (DVC) in 3D [142], [143], [148], [149]. It may also be determined using particle tracking methods where it is found by tracking each bead in consecutive image / volume frames [144], [150]–[153]. We note that though confocal laser scanning microscopy (CLSM) is the most common modality used in TFM, more recently other modalities like OCT and stimulated emission depletion (STED) microscopy have been employed. Out of these, STED microscopy, with its superior resolution (nano-scale) over conventional CLSM (micron-scale), it can provide very high-resolution measurement.

Once the displacements are known, the traction can be inferred using the techniques described in the following sections. Mathematically, this problem is a boundary source inversion problem where one finds tractions on boundaries given the response in the interior.
1.3.2 Computational algorithms

The inverse problem for TFM is governed by the equations of equilibrium. it shares this feature in common with the inverse problem in BMI. However, in TFM the traction on the cell surface is to be found, given measured displacement and the mechanical properties of the surrounding hydrogel. The algorithms to solve this inverse problem can be classified as direct and iterative methods in general.

Direct methods

The direct methods in TFM can be readily implemented and applied to both 2D [142], [143], [148] and 3D [153], [154]. Recently, direct methods have also been applied to large substrate deformations [155]. In most direct methods, strains are obtained by differentiating measured displacement fields. Then, traction can be evaluated via $\tau = \sigma(\epsilon) \cdot n$, where Cauchy stress $\sigma$ is a function of strain $\epsilon$ through known constitutive equation and $n$ is the surface normal. Though this method is easy to implement, it relies heavily upon the quality of measured displacement. The solution can deteriorate if the measured displacement is not sufficiently close to the surface of the cell or the noise in the displacement field rises above a certain level. Basically, this approach involves differentiating displacement data to determine strain and stress, and then extrapolating the stress from within the substrate to the interface between the cell and the substrate. Both of the steps have the potential of introducing noise and errors. On the other hand, the iterative methods address these drawbacks at the expense of a higher yet manageable computational cost.

Iterative methods

Much like the iterative methods in BMI, iterative methods in TFM also employ the optimization framework, where the cost functional consists of a data matching term that measures the difference between measured displacement and the displacement predicted from the elasticity PDE. In each iteration, the elasticity PDE is evaluated and an optimization algorithm, such as L-BFGS [156], is used to update the optimization variables, i.e. the unknown traction field. In the area of TFM, this has been done in several publications [144],[150],[152],[157]. These researchers tend
to use Green’s function technique, or sometimes Boussinesq solution [158], to solve
the forward elasticity PDE in the iterative scheme. The Boussinesq-solution-based
method can be further simplified in 2D by posing it in the Fourier space, which is
often referred to as Fourier Transform Traction Cytometry (FTTC) [140]. As stated
in the previous sections of BMI, gradient computation is typically very expensive
in optimization and evaluating gradients directly with respect to each optimization
variable can easily lead to significant overhead, which is a shortcoming of the above-
mentioned iterative methods. This problem can be addressed by properly deriving
the adjoint equations as described in this thesis.

Another significant contribution of this thesis is the application of the iterative
3D TFM algorithm to the regime of finite deformation. The strains in a typical
matrix are in the range of 50% and can often exceed 100% [144], [159], [160], and
yet most researchers to date have modeled the deformation of the substrate using a
infinitesimal strain assumption [144], [150], [152], [157]. In this thesis, we forgo this
simplification and derive and implement a finite deformation algorithm.

1.4 Organization of this thesis

This dissertation makes original contributions to the field of biomechanics and
mechanobiology. It is mainly concerned with quantifying the mechanical environ-
ment in biological systems. It does so by developing and implement new algorithms
for biomechanical imaging (BMI) and the 3D traction force microscopy (TFM). In
Chapter 2, we apply our adjoint-based iterative algorithm to shear modulus recon-
struction with displacement measured by OCT in 2D under plane strain and linear
elasticity assumptions. In Chapter 3, we incorporate adaptive mesh refinement and
domain decomposition strategies into our iterative scheme. We apply the resulting
algorithms to phantoms and ex-vivo and in-vivo tissue samples. We also demon-
strate the benefit of our approach over simpler first-order methods. In Chapter 4,
we develop an adjoint-based iterative algorithm with finite deformation capability
for the 3D cell TFM problem. The algorithm is validated in silico and errors when
linear elasticity is inappropriately assumed in large deformation is quantified nu-
merically. We also present initial results for experimental data acquired on human
umbilical vein endothelial cells (HUVECs) in stiff and soft substrates. We end the thesis in Chapter 5 with conclusions and future work.
CHAPTER 2
Quantitative Compression Optical Coherence Elastography
as an Inverse Elasticity Problem

2.1 Introduction

It has been well established that the mechanical properties of soft tissues are inextricably linked to the form and function of disease pathologies [38],[161]–[163]. For instance, fibrosis in liver has been observed to increase its stiffness through increased production and decreased degradation of extracellular matrix constituents [164]. During metastasis, invasive cancer cells have been reported to reduce the stiffness of the surrounding extracellular matrix, aiding in their own migration through healthy tissues [165],[166], whilst developed tumors, such as ductal carcinoma and fibroadenoma of the breast, have been characterized to be up to 14 times stiffer than surrounding fatty tissue [167],[168].

Knowledge of the mechanical properties can provide fundamental insight into the state of disease [161],[165],[169]; indeed, the biomechanics approach to identifying and characterizing disease has been emerging in the recent literature [162]. Particularly, a family of imaging techniques, termed elastography, have been developed to spatially map the mechanical properties of tissue into images, termed elastograms, on different length scales [39],[170],[171]. Ultrasound (US) and magnetic resonance (MR) elastography have been developed for whole organ imaging, with resolutions of 100 µm and 1 mm [172], respectively, reaching commercial success by demonstrating significant improvement in disease diagnosis within a clinically relevant environment, primarily in characterizing breast cancer [5],[11] and liver fibrosis [173]. Over the past 15 years, optical coherence elastography (OCE), based on optical coherence tomography (OCT), has been following the precedent set by US and MR; however, on a finer length scale of tissue, with resolution down to 10 µm [53],[174]. OCE

---

has demonstrated potential in a wide range of applications, including breast cancer [57],[175], ophthalmology [62],[176], and cardiology [177]–[179].

US, MR and optical elastography, at their core, involve the measurement of local displacement in tissue, which is elicited by some form of mechanical stimulation. From the displacement, it is possible to obtain some measure parameterizing tissue’s mechanical behavior, such as local strain [56],[180], phase velocity [181],[182], creep [183],[184] or resonant vibration amplitude [177],[185]. Such measurements, however, depend intrinsically upon the experimental method and tissue geometry, and do not usually represent a one-to-one mapping of the tissue’s mechanical properties. Quantitative elastography uses some form of mathematical inversion, which we will describe in this paper, to retrieve quantitative elasticity images, i.e., quantitative maps of a sample’s intrinsic mechanical properties, which should be largely independent from the tissue loading, geometry and boundary conditions.

This process of mathematical inversion entails solving an inverse problem. The solution of such inverse problems is the subject of a large body of work, which we briefly introduce here before considering it in more detail in Section 2.2.1. There are broadly two principal ways in which the inverse elasticity problem can be solved: direct and iterative. The direct approach can be employed using so-called first-order approximations such as simplified models of tissue, limiting the accuracy of recovered elastic moduli [53]. When such first-order approximations are not made, direct approaches perform poorly when the measured data is incomplete or noisy [40]. Iterative approaches have been studied extensively in US and MR elastography [40]; however, few have implemented them for OCE [186],[187]. Iterative methods allow for the inverse elasticity problem to be solved within a more general framework, requiring fewer assumptions, at the cost of higher computational complexity.

In this paper, we apply an iterative approach, using an adjoint method [98] to solve the inverse elasticity problem in compression OCE, reconstructing the shear modulus in a tissue-simulating phantom and airway tissue. Furthermore, the retrieved spatial distributions of shear modulus are made absolute by the use of a calibration layer of known stiffness. This is the first time that an iterative solution of the inverse elasticity problem has been applied in OCE using experimental, rather
than synthetic [186], [187] data. The iterative approach makes fewer assumptions about the nature of mechanical deformation than direct approaches, which will likely lead to an improvement in the accuracy of reconstructed elastic moduli, and may enable more accurate longitudinal, multi-site and inter-sample comparison.

2.2 Background

2.2.1 Quantitative elasticity imaging

Quantitative elasticity imaging refers to the measurement, or estimation, of local intrinsic mechanical properties of a sample. The extracted properties must be premised on a mathematical model assumed to describe the underlying mechanical interactions under study. The most general model of tissue mechanics would include, for example, viscoelasticity, poroelasticity, anisotropy, and a nonlinear relationship between stress and strain [188], [189]. It is usually necessary, and indeed reasonable, to neglect several, application specific properties in order to quantify one, or perhaps two, of the most significant tissue mechanical properties, the most common of which being the elastic moduli.

Quantitative elasticity imaging should disentangle, as far as is possible, the elastic properties of the sample from its aggregate mechanical behavior, which is obfuscated by the loading method, sample geometry and boundary conditions. If performed correctly, it means that quantitative elasticity images from different samples, acquired at different sites using different imaging systems, should be able to be compared quantitatively. Such techniques allow for the development of objective methods of assessing or diagnosing disease. They also support longitudinal studies by allowing measurements, taken over the course of a study, to be compared. Finally, quantitative elasticity imaging also reduces, or eliminates, artifacts introduced by instrument operators.

There is a substantial body of prior work on the subject of quantitative elasticity imaging, spanning imaging modalities such as US, MR and optical. Within each modality, a variety of physical models are employed to link applied load and measured displacement to elasticity parameters. Furthermore, within a particular modality and mechanical model, a variety of methods exist for solving the inverse
elasticity problem, i.e., the retrieval of elasticity parameters from the measured displacement. Good reviews of this subject were published recently by Barbone and Oberai [39] and Doyley [40], to which we direct the reader for a comprehensive treatment of this subject. We summarise here the state of the art in order to provide the context for the current work.

2.2.2 Assumed model of tissue mechanical properties

Quantitative elasticity imaging methods are differentiated by the particular model of tissue mechanics upon which they are based. Assuming, as we do in this case, incompressible, linear elastic, isotropic tissue, one starts with the most general model, composed of the time varying equation of equilibrium and constitutive relation. This assumption means that instead of having potentially 21 independent elasticity parameters, we are left with only one [40], with Young’s modulus, $E$, being related to shear modulus, $\mu$, as $E = 3\mu$. The principal models of tissue mechanics then differ according to how the equation of equilibrium’s temporal dependence is treated. The three prevailing approaches are: quasi-static (as employed in this paper), harmonic and transient, in accordance with the principal ways in which all partial differential equations with a temporal dependence can be analysed. Equations (2.2)-(2.4), upon which our method is based, can be derived from the aforementioned general equations by assuming a quasi-static loading.

2.2.3 First-order solutions to the inverse elasticity problem

One approach to performing quantitative elasticity imaging is to implement simplified mechanical models which are readily invertible, either algebraically or numerically. These methods are often termed as first-order approximations [40] as they allow for measured displacements to be linearly related to elastic moduli. These models simplify the estimation of elastic moduli but with the penalty of using a potentially unrealistic model, which limits the accuracy of estimated elastic moduli in mechanically heterogeneous tissues possessing complex boundary conditions. A first-order approach to quasi-static elastography has been employed by researchers using US [35], MR [67] and OCT [68]. Under this approximation, the stress throughout a sample is assumed to be approximately constant. The strain throughout the
sample, estimated from the measured displacement field, may, thus, be used directly in combination with Hooke’s law to obtain Young’s modulus. This approach works well in small tissue samples possessing only weak variations in Young’s modulus [190], yet will likely break down in general, heterogeneous cases.

First-order approximations have also been applied to harmonic elastography in US [64], MR [66] and OCT [65]. One way in which a first-order modulus retrieval can be performed is to note that plane-wavefront shear waves propagate in homogeneous media with a velocity given by [38]:

$$c_s = \sqrt{\frac{\mu}{\rho}},$$

(2.1)

where \(\mu\) is the shear modulus and \(\rho\) is the mass density. Thus, under the assumption of plane shear propagation, which applies in a homogeneous region, shear modulus can be accurately extracted from measured values of shear wave velocity. This approach clearly breaks down in the presence of mechanical inhomogeneities and requires a priori knowledge of tissue density. Whilst not all harmonic techniques are based on this shear wave relationship, in general, they all rely on some approximation based on homogeneous wave propagation or resonance, which limits their generality.

Transient first-order models have also been applied in US [59] and MR [63] elastography. These methods were introduced to overcome the limited depth penetration of shear waves. Transient elastography uses an ultrasound transducer to remotely generate shear waves within tissue. This approach to quantitative elasticity imaging is considered a first-order approximation as it also uses (2.1) to relate shear wave velocity to shear modulus, and in so doing assumes that the shear wave travels in a reflection-free medium. Although schemes have been proposed to overcome this limitation [40], using such approaches for quantitative elasticity imaging in heterogeneous tissue still appears challenging.

First-order methods have also been applied in the field of optical elastography, including in optical coherence elastography (OCE). Such a method has recently been applied in quasi-static OCE by assuming that stress remains constant throughout a sample [68]. It has been used in a transient mode, where surface acoustic waves are generated using an air-puff [60] and a pulsed laser [61], [62]. The group velocity of
the resulting surface waves was measured using OCT [60],[62]. In another approach, low-coherence interferometry was used to measure the surface wave dispersion relationship [61]. In the former two cases [60],[62], Young’s modulus is retrieved from the surface wave group velocity, assuming that the surface wave travels on the boundary of an infinite half-space. In the latter case [61], a depth-resolved estimate of Young’s modulus is obtained by analysing the dispersion relationship of the surface wave’s spectral components, by exploiting the fact that lower frequency surface waves penetrate deeper into tissue. First-order harmonic approaches which make use of surface wave phase velocity to make depth-dependent estimates of Young’s modulus have also been demonstrated [181],[191]. The analytic relationship expressed in (2.1) has also been exploited within the context of harmonic optical coherence elastography to estimate Young’s modulus within tissue from the phase velocity of shear waves [192]. Finally, we note that magnetomotively actuated optical coherence elastography can also be considered a harmonic first-order quantitative technique [193],[194]. In one example [194], tissue samples were assumed to be in the form of cylinders fixed to a base but otherwise free. An analytic model was then used to predict resonant modes of longitudinal vibration of the cylinders based upon the physical (including Young’s modulus) properties of the sample. This allows a sample’s Young’s modulus to be extracted so long as there is sufficient information about the sample’s length, radius, density and Poisson’s ratio.

First-order methods have limited generality as a result of the approximations required to obtain a readily invertible relationship between measured displacement and retrieved elasticity modulus. For example, common amongst the previously discussed approaches, are approximations such as assuming mechanical homogeneity or constant stress. A different approach to solving the inverse elasticity problem is required if these, and other, assumptions are not to be made. Beyond first-order approaches, and for each temporal flavor of elastography as stated, there are two principal ways of solving the inverse elasticity problem: direct and iterative.
2.2.4 Direct, general solutions of the inverse elasticity problem

Direct methods of solving the elasticity inverse problem begin with a mathematical statement of the direct elasticity problem and transform this into a problem that may be solved directly for the tissue mechanical properties. One example of a direct approach using quasi-static elastography derives a set of coupled partial differential equations, which may be solved to yield the shear modulus and hydrostatic pressure within tissue [94]. Although direct approaches have been proposed for harmonic and transient approaches to elastography, we will focus on quasi-static methods since this is the focus of this paper, and the limitations of direct methods are common to all methods.

Although considerable work has been done on the use of direct inversion methods [94],[95],[195],[196], they are not dominant, in general as a result of some weaknesses. The primary weakness is that these methods require accurate measurements of all components of the displacement field within the entire imaging plane. For example, in US elastography, accurate displacement measurements in any direction perpendicular to the direction of propagation of sound, are unfeasible. This limits the application of these methods.

2.2.5 Iterative, general solutions of the elasticity inverse problem

An alternative to direct solution of the inverse elasticity problem is iterative solution. This approach allows solutions to be obtained which rely on, potentially, very few assumptions and approximations. Prior information, such as the expected range of values of shear modulus, can be integrated into the solution method. There is a considerable body of work on iterative solution methods to inverse problems, which provides tools that can be applied to the particular application of quantitative elasticity imaging [197]. Each iterative solution method is based upon a robust and realistic forward model, i.e., one which predicts displacements based upon given mechanical properties and applied load. The solution method iterates through candidate distributions of mechanical properties, ceasing when a satisfactory match has been reached between predicted and measured displacements as determined by an objective function such as (2.5), below. The main way in which iterative methods
differ from one another is by how the estimate for mechanical properties is refined at each iteration.

Finally, we note that iterative solutions to the OCE inverse problem have previously been proposed [186], [187]. In the first paper [187] to appear, the method of Kallel and Bertrand [198], the approximated Hessian iterative method, was employed. The paper presents results employing only synthetic data. The second paper to appear [186] differs significantly from the first, most likely due to the high computational overhead of requiring to calculate the Jacobian at each iteration. In this second work, the sample is segmented into a small number of (say up to four) regions with each region having a constant Young’s modulus. The second difference is that the inverse problem is solved using a genetic algorithm, which would be a very computationally demanding approach for general problems such as that considered in this paper.

A classical approach to iteratively finding a solution which minimizes a functional such as (2.5) is to calculate the gradient vector and the Hessian matrix of (2.5) with respect to the spatially resolved elastic moduli, the unknowns of the inverse problem. Naïve approaches to calculating these quantities result in an inversion method that is computationally demanding. More advanced implementations [89], [187], [198] approximate the Hessian and evaluate the gradient in a significantly more efficient manner, which nonetheless increases in cost with the number of unknowns possessed by the inverse problem. An alternative method, which calculates the Jacobian of (2.5) by the solution of two direct problems, is known as the adjoint method [98], which results in a significant reduction in computational complexity, thus, making three-dimensional inverse problems tractable. It is this method which is employed in this paper.

2.3 Methods

2.3.1 Computational method

Optical coherence elastography, as considered here, yields spatially resolved measurements of tissue displacement which result from the quasi-static compression loading of tissue. Displacement fields are obtained using phase-sensitive OCT [199]
and are typically measured on a plane or within a volume, which we denote $\Omega$ in both cases. We express the measured displacement, mathematically, at location $x \in \Omega$ as $\tilde{u}(x)$. We note, however, that in general, only displacement components parallel to the OCT system’s optical axis are measured, meaning that only one component of $\tilde{u}(x)$, $\tilde{u}_{x_3}(x)$, is actually measured.

The time scale of the applied deformation is chosen such that the tissue inertia does not play a role in its mechanical response. As a result, the equations of equilibrium reduce to

$$\nabla \cdot \sigma = 0, \quad \text{in} \quad \Omega, \quad (2.2)$$

where $\sigma$ is the Cauchy stress tensor and $\Omega$ represents the domain of the material. We model the material as an incompressible, isotropic solid, and assume a linear relation between stress and strain, which is reasonable since the applied strains are small. Under these assumptions, the stress-strain relation is given by

$$\sigma = -pI + 2\mu \epsilon, \quad (2.3)$$

where $p$ is the pressure, $I$ is the identity tensor, $\epsilon = \frac{1}{2}(\nabla u + \nabla u^T)$ is the strain tensor, $u$ is the displacement vector, and $\mu$ is the shear modulus. The constraint of incompressibility implies that

$$\text{trace}(\epsilon) = 0. \quad (2.4)$$

The forward elasticity problem may be stated as: given the shear modulus distribution in the domain $\Omega$, and displacement/ traction boundary conditions on the boundary $\partial\Omega$, determine the displacement field and the pressure field, such that (2.2) and (2.4) are satisfied.

In the corresponding inverse problem, the displacement is known (measured), and the elastic parameter is sought. In particular, the inverse problem may be stated as: given the displacement field in $\Omega$, and displacement/ traction boundary conditions on the boundary $\partial\Omega$, determine the shear modulus such that (2.2) and (2.4) are satisfied. Note that the pressure field is neither measured, nor is it explicitly sought. The pressure can be determined rather simply from (2.3) once the shear modulus is known.
When displacement data is available on a plane (as opposed to in a volume), a modeling choice has to be made. When the sample is relatively free to strain in the out-of-plane direction, it is conjectured that the stress components in this direction are small, and a state of plane-stress is assumed. On the other hand, when the sample is confined in the out-of-plane direction (due to boundary conditions, for example), it is conjectured that the strain in this direction is small, and a state of plane-strain is assumed. In this paper, due to boundary conditions at the top and bottom of the sample, the plane-strain assumption is made.

The solution to the inverse elasticity problem in three spatial dimensions, and in two dimensions in the plane strain configuration, is non-unique. In particular, there is an infinite set of solutions for $\mu$ that are consistent with the measured displacement field and equations (2.2) and (2.4). Prescribing traction data on the boundaries is equivalent to prescribing the shear modulus/pressure, and therefore, the existence of traction boundary conditions tends to reduce the solution set size of the inverse problem. For a detailed discussion of these topics, the reader is referred to [200]–[202].

The inverse problem is posed and solved as a constrained minimization problem. In particular, we seek the shear modulus distribution that minimizes the functional

$$\pi = \frac{1}{2} \int_\Omega |T(u - \tilde{u})|^2 d\mathbf{x} + \alpha \int_\Omega \sqrt{\nabla \mu}^2 + c^2 d\mathbf{x},$$

(2.5)

where the predicted displacement field, $u$, is constrained to satisfy (2.2) and (2.4), and the prescribed boundary conditions. Further, $T$ is a tensor whose values are used to weight displacement components according to their known or expected accuracy, $\alpha$ is a regularization parameter. $c$ is a numerical parameter ($c \leq |\nabla \mu|$) that ensures the regularization term, which is a smoothed version of a total variation (TV) diminishing regularization [203], is a smooth function of $\mu$. In the examples considered in this manuscript, $c = 0.01$. Further, it has been verified that in the regions where $\mu$ varies substantially, $c \ll |\nabla \mu|$, and that the smoothed version of the TV term closely approximates the TV term. The first integral in (2.5) measures the mismatch between measured and predicted displacement, and is referred to as the displacement mismatch term. The second term is the regularization term added.
to account for the ill-posed nature of the inverse problem, i.e., small noise in the measured displacements leads to large, unphysical variations in the shear modulus distribution. These oscillations are suppressed by a large value of the regularization parameter which ensures smaller total variation in the recovered modulus distribution. It is worth noting that it does so at the expense of increasing the displacement matching term.

The problem of minimizing $\pi$ reduces to a discrete optimization problem with nonlinear constraints once all the field variables are represented using finite element basis functions, and the constraint equations are discretized using the finite element method. The optimization parameters are the nodal values of the shear modulus field. This problem is solved using a quasi-Newton method, as depicted in Fig. 2.1, that builds the Hessian information by repeatedly evaluating the gradient of $\pi$ with respect to the optimization parameters [204]. A straightforward evaluation of this gradient requires as many solves of the forward elasticity problem as the number of parameters, which can be very large ($O(10^4)$ for our problems). A much more efficient approach is to derive and solve the adjoint equations for the adjoint field,
and use the adjoint and the predicted displacement fields to evaluate the gradient vector \([98],[109]\). Within this approach, the gradient of \(\pi\) with respect to \(\mu\) can be evaluated by solving a single forward and a single adjoint problem (which is of the same complexity as the forward problem) \textit{independent of the number of parameters used to represent the shear modulus}. Considering that this number is \(O(10^4)\), this is a significant, and necessary, computational saving.

\textbf{2.3.2 Experimental setup}

A fiber-based Fourier-domain OCT system was employed to perform OCE. The imaging system is described in detail in \([57]\), and briefly here. The system was set up in a common-path configuration, such that the reference signal is provided by the reflection from the interface of a 2-mm glass window and a sample situated upon it. A superluminescent diode source with a central wavelength of 835 nm and a bandwidth of 50 nm was used to illuminate the sample with \(\sim 7.5\) mW of power. The sensitivity was measured as 102 dB for an exposure time of 36 \(\mu\)s, and an exposure time of 2–3 \(\mu\)s was used in general. The system provides axial and lateral resolutions of 6.1 and 11 \(\mu\)m, respectively, assuming a sample refractive index of 1.4 \([205]\). This refractive index was also used, throughout this paper, to scale the axial coordinates of the measured OCT intensities and displacements to closer match their true locations.

Compression OCE was performed by placing a sample on top of a 600-\(\mu\)m thick compliant poly-dimethylsiloxane (PDMS) silicone layer of known stiffness, which was used to constrain the solution set of the inverse problem, hereby referred to as the calibration layer. Fabrication of the layer is described in detail in \([205]\). The sample-silicone assembly was situated between a rigid plate and a glass window coupled to a piezoelectric ring actuator \([56]\), such that the OCT beam would pass through the window, then the silicone, and finally into the sample. To ensure even contact, the rigid plate was used to apply 5-10\% preload strain. Following the preload, the piezoelectric actuator was used to apply step-wise micro-scale compression to the sample-silicone assembly, and two-dimensional images were captured sequentially, in the uncompressed and compressed (relative to the preload) states. The actua-
tor stroke was set between 1 and 2 µm, to ensure a high displacement and strain sensitivity [206]. The maximum attainable displacement and strain sensitivity was measured previously as 0.34 nm and 2.6 µε (µε is microstrain, strain \times 10^{-6}), respectively [57]. Actuation frequency was set below 25 Hz, which was experimentally verified to avoid any detectable wave propagation. We employ phase-sensitive OCE, described in detail in [199], in which the axial component of the displacement field, resulting from the micro-scale compression, is obtained from the difference between the angles of the polar-form complex OCT scans, corresponding to the uncompressed and compressed tissue states. Using this approach, we can measure axial displacement within the range ±2.2 µm [57].

2.4 Results

In this section, we demonstrate the solution of the inverse elasticity problem for two samples: a tissue-simulating silicone phantom and a transverse section of an equine bronchus. The silicone phantom incorporated a 830-µm wide, rectangular, stiff inclusion embedded approximately 300 µm below the surface of a softer homogeneous matrix, following the fabrication method described in detail in [205]. The inclusion and the matrix were experimentally characterized using a standard bulk compression test (Instron, Norwood, MA, USA) to possess a shear modulus of 9.3 and 1.9 kPa, respectively, for preload applied in the experiment. The calibration
Figure 2.3: (a) Displacement matching term with respect to the regularization parameter in the inclusion phantom; red star marker shows the selected optimal regularization parameter used in Fig. 2.2(d). Shear modulus images evaluated with regularization parameters labeled by black plus markers are shown in (b) as under-regularized, and (c) over-regularized. Red dashed lines represent the layer-tissue boundary.

layer, described in Section 2.3.2, was also characterized to have a shear modulus of 1.9 kPa.

The OCT image of the already preloaded phantom is presented in Fig. 2.2(a), in which we can identify the calibration layer (black) and the inclusion embedded in a matrix. The displacement due to the micro-scale compression provided by the piezoelectric actuator is presented in Fig. 2.2(b). It is apparent how the feature distorts the otherwise uniform displacement field gradient: the result of the contrast in stiffness between it and the matrix. Fig. 2.2(c) shows an image of the axial strain,
Figure 2.4: Convergence of the phantom solution with optimal regularization parameter.

Figure 2.5: Transverse section of an equine bronchus. (a) OCT image in dB. M: mucosa, ASM: airway smooth muscle, and C: cartilage; (b) local displacement from micro-scale actuation; (c) axial strain, where $m \varepsilon$ is milli-strain; and (d) shear modulus image, reconstructed by solving the elasticity inverse problem. The scale bar represents 500 µm. Red dashed lines represent the layer-tissue boundary.

calculated as the gradient of axial displacement in depth [56], which constitutes a standard elastogram that would be produced by compression OCE [57]. Although we can identify the presence of the inclusion in the strain alone, it is evident that its relation to the stiffness of the material is distorted by the effects of material property heterogeneities, particularly apparent at the boundaries of the inclusion.

The axial component of the displacement data, Fig. 2.2(b), was used to infer the spatial distribution of the shear modulus using the method described in Sec-
Figure 2.6: (a) Displacement matching term with respect to the regularization parameter in tissue; red star marker shows the selected optimal regularization parameter used in Fig. 2.5(d). Shear modulus images evaluated with regularization parameters labeled by black plus markers are shown in (b) as under-regularized, and (c) over-regularized. Red dashed lines represent the layer-tissue boundary.

This was achieved by setting $T_{x_3} = 1$, and all other components of $T$ to zero. The shear modulus is presented in Fig. 2.2(d). Due to the relatively large out-of-plane extent of the phantom and the compression plate, a state of plane strain was assumed within the imaging plane. The OCT intensity map was used to determine the extent of the region within this plane over which the inverse problem was solved. Specifically, points with lower OCT intensity (and hence larger displacement noise) were discarded. This led to a rectangular domain of 982 by 3,500 microns (axial by lateral), containing 300 by 350 grid points; only this domain is presented in Fig. 2.2. On every boundary edge of this region the measured displacement was prescribed as a boundary condition along the axial direction. Along the lateral direction, zero traction was assumed on all edges except the edge in contact with the compression plate (the top edge), where, due to the stickiness of the contact, zero
lateral displacement was enforced.

The value of the shear modulus in the calibration layer was held fixed at unity, and the shear modulus at every other point was determined by solving the inverse problem. This resulted in a problem with 52,150 optimization parameters. These parameters were constrained to lie in the interval (1, 20), and a uniform value of unity was used as an initial guess. The quasi-Newton algorithm used to solve the inverse problem was considered converged whenever the maximum number of iterations (6,000) was achieved, or the change in the displacement matching term over the last 5 iterations was below a certain tolerance. We note that the modulus distribution in Fig. 2.2(d) is quantitative, and is obtained by multiplying the reconstructed modulus by the known value of the shear modulus (1.9 kPa) in the calibration layer. We can see that by obtaining shear modulus, we can, to a significant extent, decouple the inclusion feature from strain artifacts. The average measured shear modulus in the inclusion and the matrix was measured to be 10.6 and 2.2 kPa, respectively, which was within 15% of the expected values. The upper and lower limits of the colormap in this and all modulus images in this paper were set equal to the minimum and maximum modulus values, respectively, within the domain.

A sweep was performed in order to determine the “optimal” value of the regularization parameter. For every value of the regularization parameter, an inverse problem was solved and the value of the displacement matching term was determined. This yielded a single data point on the curve plotted in Fig. 2.3(a). In these curves, we observe two asymptotes corresponding to small and large values of the regularization parameter. The largest value of the regularization parameter which yielded a displacement matching term close to the lower asymptote was selected to be the optimal value by using the L-curve [207]. This value ($\alpha = 0.003$) is indicated by the red marker in Fig. 2.3, and the corresponding modulus distribution is the one displayed in Fig. 2.2(d).

Maps of the reconstructed modulus at small and large values of the regularization parameter (values marked by the black markers in Fig. 2.3(a)) are shown in Fig. 2.3(b) and (c). These clearly demonstrate the smoothing effect on the modulus distribution of increasing the regularization term.
The convergence history is plotted in Fig. 2.4, where the data mismatch term and the infinity norm of the projected gradient are plotted against iteration number. In this case, the algorithm terminates due to the data mismatch convergence criterion. Meanwhile, the norm of the projected gradient is also sufficiently small. We note that though we have both convergence criteria implemented, the criterion based on data mismatch dictates for most cases.

The OCT image of the transverse section of an equine bronchus is presented in Fig. 2.5(a). The lumenal side, i.e., the side facing the center of the bronchus, faces the top in the OCT image. Three clearly identifiable tissue types are labeled in Fig. 2.5(a), namely: the mucosa, airway smooth muscle and cartilage. The features were classified with the aid of histological sections, and previously classified OCT images of airway tissue [208]. Similarly to the phantom results, the displacement due to the micro-scale compression is presented in Fig. 2.5(b), and a standard strain elastogram in Fig. 2.5(c). We can see that both the mucosa and the airway smooth muscle exhibit higher compressive strain than the cartilage, consistent with the expected greater stiffness of the cartilage.

The axial component of the measured displacement data was used to infer the shear modulus presented in Fig. 2.5(d). Further, a state of plane strain was assumed, and the OCT image was used to determine the region of interest (ROI) for the inverse problem. A domain of size 524 by 4,400 microns (axial by lateral), with 160 by 440 grid points, was considered, and the same kind of boundary conditions, as for the tissue-phantom case, were imposed. Again, only this domain is presented in Fig. 2.5.

The value of the shear modulus in the calibration layer was fixed at unity, which resulted in 26,379 optimization parameters, which were constrained to be in the interval (0.1, 100). Their initial value was set to unity, and the convergence criterion for the algorithm was unchanged from the tissue-phantom problem. A sweep over the regularization parameter resulted in the curve plotted in Fig. 2.6(a). This curve was used to determine the optimal value of the regularization parameter, $\alpha = 0.001$. The resulting shear modulus distribution, after rescaling by the modulus in the calibration layer (1.9 kPa), is shown in Fig. 2.5(d). In this figure, we
can clearly observe the cartilage as a very stiff region with a mean shear modulus of around 63 kPa. The modulus distributions at small and large values of the regularization parameter are shown in Fig. 2.6(b) and (c). Once again, they demonstrate the smoothing effect of the regularization term. In Fig. 2.6(b), we observe highly localized regions (just below the cartilage) where the modulus attains the upper bound (190 kPa). This lack of smoothness is a consequence of a regularization parameter that is too small for the level of noise in the measured data.

2.5 Discussion

In this paper, we have formulated quantitative OCE as an inverse problem. We have solved this problem as a constrained minimization problem, wherein the objective function is a measure of the mismatch between the measured displacement field and a predicted displacement field, which is constrained to satisfy the equations of equilibrium in conjunction with a constitutive model. The nodal values of the material parameter(s) (in this paper, the shear modulus) of the constitutive model are the optimization parameters. A gradient-based optimization algorithm is used to drive the displacement matching term to its minima by computing iterative updates to these parameters. To our knowledge, this work presents the first instance of the application of the iterative solution of the inverse elasticity problem to quantitative OCE of tissue and tissue-mimicking phantoms. As discussed below, this approach has several advantages when compared with other quantitative OCE methods.

Iterative solution of the inverse elasticity problem is consistent with completely heterogeneous stress states, which are almost always found in any specimen with heterogeneous material properties. In contrast to this, most other OCE methods assume that the axial stress component is homogeneous along the axial direction. The violation of this assumption leads to artifacts in modulus images generated using these methods. These artifacts are absent in images constructed using our approach. This can be observed in the tissue-phantom study results by comparing the strain image in Fig. 2.2 (which is typically interpreted as the reciprocal of Young’s modulus) to the reconstructed shear modulus image in the same figure. The former displays artifacts at the upper corners of the inclusion that are absent in the latter.
Another advantage of iteratively solving the elasticity inverse problem is its flexibility. For example, in this paper, we have assumed that the sample is in a state of plane-strain, because (a) the width of the sample along the out-of-plane direction is much larger than that of the imaging plane (field of view), and (b) the compression plate is in contact with most of the top surface of the sample. Due to these assumptions, the out-of-plane strain components are expected to be small. On the other hand, in a typical ultrasound elastography application, such as breast elastography, the tissue is unconfined and is compressed using the transducer itself. The footprint of the transducer then only covers a small fraction of the surface of the tissue. Consequently, there is significant strain in the direction normal to the B-scan imaging plane, and the situation is closer to that of plane-stress. The approach presented here allows for both plane-strain and plane-stress (and other) scenarios by simply modifying the constitutive relation (2.3) in the forward problem. The reader is referred to [92] for results obtained under the plane-stress hypothesis.

Our approach of iteratively solving the inverse elasticity problem also allows for flexibility in including prior information about measurement noise and material parameter distributions. For example, in this paper, we have independent estimates of the shear modulus of the calibration layer, and we know that its distribution is uniform. We make use of this knowledge to fix the modulus value in the calibration layer, and to rescale the reconstructed modulus in order to obtain quantitative modulus images. Also, the lateral component of displacement is unknown. We account for this by setting all but the axial component of the tensor $T$ to zero. We note that in general this tensor should be set equal to the inverse of the covariance tensor for the noise in the displacement measurements.

The choice of the regularization term and the regularization parameter is an area of active research in inverse problems. We have used total variation (TV) regularization in this study because it penalizes variations in modulus distribution without smearing out sharp variations [203]. TV is appropriate for biomedical applications in which tissue types and/or pathologies are distinguished by sharp boundaries, which is often the case.

The regularization parameter can dramatically alter the reconstructed mod-
ulus results, with larger values leading to smoother distributions with very little contrast, and smaller values leading to sharp, noise-induced artifacts (see Figs. 2.2-2.6). An appropriate value of this parameter can be selected by using the L-curve (as was done in this paper) [207] or the Morozov discrepancy principle [209]. In the discrepancy principle, this parameter is selected so that the displacement mismatch term is approximately equal to the magnitude of the noise in the measured displacement. Both approaches are effective in determining an optimal parameter; however, both require multiple solutions of the inverse problem, which is a computationally expensive problem to solve to begin with.

The robustness of the choice for the optimal value of the regularization parameter was tested by studying the effect of varying this value on the reconstructions (results not shown here). When the regularization parameter was increased by 50%, the reconstructed contrast in the shear modulus for the tissue phantom decreased by about 5%; whereas, the contrast in the equine bronchus specimen reduced by about 20%. When the regularization parameter was decreased by 50%, the shear modulus contrast in the tissue-phantom increased by 10%, and the contrast in the equine bronchus specimen increased by about 20%. These results demonstrate that our reconstructions are robust (to within 20%) to the choice of the regularization parameter.

While the results presented in this paper validate the proposed approach and the choices made therein (plane-strain, boundary conditions, etc.), we believe that there is room for improvement in making these choices and for extensions of this approach. In particular, our plans for future work are as follows.

1. Solving the inverse elasticity problem on displacement data measured in a three-dimensional volume, to generate three-dimensional modulus images. In addition to the obvious advantage of generating volumetric modulus images, this would eliminate the plane-strain assumption and the inaccuracies that come with it. In fact, we have readily captured three-dimensional volumes of displacement previously [57] for qualitative strain imaging; however, the challenge in the reconstruction of three-dimensional modulus lies in addressing the computational expense of solving the inverse problem, which will invariably
be increased from more optimization parameters introduced by the additional dimension.

2. Measuring lateral displacement components. Including lateral displacement data will make our reconstructions more robust and will provide data for boundary conditions along the lateral direction. Although phase-sensitive methods, used in this paper, provide access to only the axial component of displacement, other methods, such as speckle tracking [210], [211], have been used to measure all displacement components. Speckle tracking, natively, has a lower sensitivity to displacement than phase-sensitive methods: however, both can in principle be used in tandem, through incremental loading, to provide high-sensitivity axial, and low-sensitivity lateral displacement measures. The variance can be readily accounted for by generating a tensor $T$, whose components are selected in inverse proportion to the magnitude of error in displacement measurements [56]. This accounts for the spatial variation of this error, as well as the differences in the error between the axial and lateral displacement components.

3. Applying additional loads which would lead to multiple independent displacement measurements. The inverse elasticity problem with just one displacement field is non-unique in three dimensions and in two dimensions under the plane-strain assumption. The uniqueness and the robustness of this inverse problem can be improved by measuring multiple, independent displacement fields [201],[202]. One way to generate an independent field would be to compress the specimen after rotating the compression plate a little (say 10 %) about an axis that is perpendicular to the imaging plane.

4. Making incremental displacement measurements about significantly pre-stressed (about 10-30 % strain) states. These displacement measurements will provide information about the nonlinear elastic response of the specimen, and in conjunction with a nonlinear hyperelastic constitutive model could be used to create maps of the nonlinear elastic parameters of tissue [11],[92].

5. Estimating the spatial resolution sensitivity of this approach to quantitative
OCE. This is a challenging endeavor that is complicated by the fact that the resolution and sensitivity of the modulus image is determined by the resolution of the optical system, the algorithm used to estimate displacements, the spectrum of the inverse elasticity operator, the type of regularization employed in the inverse problem, the precise value of the regularization parameter, and all sources of noise.

2.6 Conclusion

We have demonstrated quantitative OCE: a method for performing quantitative elasticity imaging using compression OCE. This method is based upon the iterative solution of an inverse problem with the use of the adjoint equations to make the method computationally feasible. We applied the method to two examples: a tissue-mimicking phantom and an equine bronchus sample, both of which resulted in predicted distributions of shear modulus which were within the expected range. Although both examples were two-dimensional and within the plane-strain approximation, this method is amenable to solving three-dimensional problems. This method, is in fact, very general in that different types of prior information, boundary conditions, and tissue mechanical models can be incorporated into it. We anticipate that this approach to quantitative elasticity imaging will become an important tool in the study of biomechanics and medical imaging applications.
CHAPTER 3
Inverse Methods for 3D Quantitative Optical Coherence Elastography

3.1 Introduction

The motivation to perform elastography in biomedical engineering is explained in detail in Sec. (1.1), and the techniques that are used are described in Sec. (1.2). The strengths of quantitative elastography over conventional qualitative elastography (mainly strain imaging) are also elaborated in Sec. (1.2.2).

Among all techniques in quantitative elastography, Brendan et al. [68] innovatively insert a silicon layer (calibration layer hereafter) with known material properties between the compression plate and the specimen and compute the stress field on the plane right below the calibration layer. With the stress field determined in this layer, and the assumption of uniaxial stress, the Young’s modulus can then be obtained by dividing stress by strain point-wise. This method is termed “algebraic inversion” in the rest of this chapter. Although the improvement of the algebraic inversion method over conventional strain imaging is obvious, such as quantitative results and relatively fewer artifacts, its assumption of a uniaxial stress state within the sample leads to artifacts when the specimen is complex.

In the method employed in this chapter a finite element model of the mechanical behavior of the tissue is constructed. The shear modulus within this model is allowed to vary spatially, and its distribution is updated iteratively until an optimal match between the displacement field predicted by the finite element model and the measured field is attained. A clear advantage of the iterative method employed in this study is its applicability to tissue and tissue constructs with heterogeneous mechanical properties.

The benefit described above comes at a higher computational cost, which has limited the application of the iterative method to two-dimensional problems [69]. In this chapter, we overcome this barrier through the use of adaptive spatial resolution and domain decomposition methods. These techniques allow us to focus
our computational effort in regions where the spatial variations in the shear modulus are most significant, and analyze different sub-regions within the tissue in parallel and independently of each other. This leads to three-dimensional shear modulus images whose spatial resolution in critical regions is close to the spatial resolution with which displacement is measured. The ability to visualize tissue structures in three dimensions has clinical benefits in applications like tumor margin assessment. It also obviates the need to make the assumption of plane stress or plane strain in our finite element model, which can lead to artifacts in the recovered shear modulus distribution.

We have applied the three-dimensional iterative method to recover the shear modulus distribution in tissue-mimicking phantoms, and \textit{ex-vivo} and \textit{in-vivo} tissue samples. The tissue-mimicking phantom study is used to evaluate the ability of this method to recover quantitative estimates and spatial variation of shear modulus distribution. The \textit{ex-vivo} tissue study, which is performed on an invasive breast lesion, demonstrates its utility in identifying the tumor margins and elucidating mechanical heterogeneity within the tumor. Finally, the \textit{in-vivo} study, which is performed on human skin points to the applicability of this approach in detection and diagnosis of diseases like skin cancer.

3.2 Results

3.2.1 Mechanical imaging of heterogeneous tissue-mimicking phantoms

In this section, we compare the performance of strain imaging, algebraic and iterative inversion methods in elastography by applying them to OCE data from tissue-mimicking phantoms with inclusions with various stiffness and shapes.

3.2.1.1 Phantom with multiple inclusions

Figure 3.1 shows various images of a phantom containing four inclusions spanning a range of shear modulus values, including one that is less than that of the bulk matrix material. The primary purpose of this figure is to compare three methods of analyzing OCE data: strain images ((e) and (h)), shear modulus retrieved using algebraic inversion ((f) and (i)) and shear modulus retrieved by iteratively solving the
elasticity inverse problem for shear modulus ((k) and (n)). The surface renderings of (c), (g) and (l) are obtained by segmenting the raw OCT, shear modulus using algebraic inversion and shear modulus obtained from iterative inversion, respectively. The average shear modulus values, along with the standard deviation, are plotted in (a) for each inclusion and for the algebraic and iterative retrieval methods, along with values of shear modulus, measured directly using using a standard bulk compression test (Instron, Norwood, MA, USA). The compression test was performed on purpose-made samples that were created at the same time and from the same mixture as the inclusions. The raw OCT, strain, shear modulus and mesh images include both en-face and B-scan views, all corresponding to the same planes in each case. The dashed line in the en-face views indicate where the B-scan view intersects the en-face view.

We begin the analysis of Fig. 3.1 by noting that (a) demonstrates that, with the exception of inclusion 1 (the stiffest inclusion), the mean shear modulus obtained using a compression test falls within the range of shear modulus values obtained by iteratively solving the elasticity inverse problem. Elastography is, however, concerned with retrieving the three-dimensional distribution of shear modulus rather than bulk values. In the context of the phantom presented in Fig. 3.1, this means retrieval of the spatial distribution of shear modulus, as is depicted in Fig. 3.1 (k) and (n). Perhaps the most obvious difference between these results and their algebraic counterparts in Fig. 3.1 (f) and (i), is the homogeneity of the modulus retrieved for each inclusion by iteratively solving the elasticity inverse problem. In particular, the modulus distributions for each inclusion arising from the iterative solution are significantly more homogeneous than the algebraic case. The inclusions are physically homogeneous and so we expect the modulus distributions to be be homogeneous. This demonstrates the superiority of the presented method over the algebraic method.

Aside from the homogeneity of the retrieved modulus, the retrieved inclusion shapes (Fig. 3.1l)) show good agreement with those obtained from the raw OCT data (Fig. 3.1c)). This qualitatively confirms that the spatial distribution of the shear modulus has been accurately retrieved. We note, however, that the segmentation
information arising from the raw OCT is not used in the solution of the elasticity inverse problem. The surface renderings for the iterative solution are in general smoother than those based upon the algebraic solution. This is consistent with the renderings based on raw OCT data and also with the method by which the inclusions were manufactured. This is due to two primary causes: the accuracy inherent to the iterative inversion algorithm and the adaptive nature of the mesh. The algebraic approximation to shear modulus assumes that the stress at a point within a sample is equal to the stress at the sample surface directly above that point. In this context, “directly above” means in the axial direction. The stress does, however, vary with depth, leading to artifacts in the modulus retrieved using the algebraic method. Relaxing this assumption allows for more accurate retrieval of the inclusion shapes.

The adaptive mesh also allows the solution to the elasticity inverse problem to yield more accurate inclusion shapes. The iterative solution is obtained by representing the shear modulus value on an unstructured grid (depicted in Fig. 3.1 (j) and (m)) and linearly interpolating it between grid points. The mesh that connects these grid points is comprised of tetrahedral elements, whose faces appear as triangles when they are cut by a plane. The element size thus directly determines the accuracy of the retrieved shape. In particular, the resolution of a segmented inclusion is limited by the size of elements used to solve the inverse problem. Using smaller elements where the gradient of the shear modulus is large, thus allows for more accurate inclusion shape retrieval. In general we conclude from this that the adaptive mesh approach allows for the recovery of interfaces between materials of different shear modulus with greater accuracy and resolution.

3.2.1.2 Phantoms with single inclusion

Similarly, we apply the strain imaging, algebraic and iterative inversion methods to other tissue-mimicking phantoms with a stiff cuboid inclusion and a stiff star-shaped inclusion. Following the same analysis as the multi-inclusion case in Sec. (3.2.1.1), it is not hard to arrive at the same conclusions, that is the superiority of the iterative inversion method over conventional strain imaging and the algebraic inversion method. Moreover, we note that in the presence of local tension, the al-
Figure 3.1: OCE of tissue-mimicking phantom with multiple inclusions. (a) Average shear modulus and its variance for the experimental test, the algebraic method, and the iterative method. En-face (b), B-scan (d), and segmented (c) images from OCT data. En-face (e), and B-scan (h) images of strain data. En-face (f), B-scan (i), and segmented (g) images of shear modulus from algebraic inversion. En-face (j), and B-scan (m) images of the mesh generated during iterative inversion. En-face (k), B-scan (n), and segmented (l) shear modulus images from iterative inversion.

The algebraic inversion method can result in negative modulus, as indicated by the void regions in Figure 3.2 (f) and Figure 3.3 (f) and (i).

3.2.2 Ex-vivo mechanical imaging of malignant breast tumor

Fig. 3.4 demonstrates our study on the freshly exercised breast tissue. Tumor, adipose and stroma tissues can be observed in Fig. 3.4 (a). In Fig. 3.4 (b-d), we
observe that though the adipose and stroma structures are still visible, the OCT signal in the tumor region is dissipated substantially. OCE was performed to retrieve stiffness information of the tissue. In Fig. 3.4 (e,g,h) which correspond to strain images, we observe very oscillatory strain patterns below and above zero. Fig. 3.4 (f,i,j) were created using algebraic inversion. We can observe large void regions, which correspond to locations where the modulus was computed as being negative.

Fig. 3.4 (k) is the segmented tumor region from algebraic inversion. By employing the adaptive grids as shown in Fig. 3.4 (l,n,o), the shear modulus distribution is reconstructed as shown in Fig. 3.4 (m,p,q). The final grid is refined in regions where the shear modulus gradient is large. The two elliptical tumor regions are shown in Fig. 3.4 (r). These regions correspond to two distinct foci of the tumors, and the low shear modulus in the center of these tumors is likely due to necrosis.

We note that the stroma region has a much lower modulus than the tumor itself. This is likely because the calibration layer was more compressed above the tumor to ensure contact over the entire surface of the tissue. Since malignant tumors have been shown to display nonlinear elastic behavior, this meant that the tangent modulus over these regions was elevated. It is perhaps due to this reason that the recovered shear modulus in the tumor was higher than in the stroma.

Since the modulus reconstruction was performed on an ex-vivo sample of tissue, we can think of this study as a mechanical biopsy. In particular, the approach described in this study provides a rapid way to probe the mechanical properties of tissue at high spatial resolution. This method will likely find applications in understanding the mechanical changes that accompany and promote tumorigenesis. It is also likely to find applications in quantifying the margins of the excised tissue after a surgical procedure in order to ensure that the entire extent of the tumor has been removed.

### 3.2.3 In-vivo mechanical imaging of skin

Figure 3.5 shows in vivo OCE of a human fingertip, similarly demonstrating the performance of the algebraic and iterative methods of retrieving tissue elasticity. OCT images (a-c) show the structure of the fingertip. The en face region in
(a) spans three papillary ridges (fingerprint). B-scans, sectioned at locations in (a) identified by the dashed line, readily distinguish layers of the skin, from top to bottom: the stratum corneum (SC), a protective layer of dead anucleated keratinocytes (corneocytes); the living sections of the epidermis (E); and the dermis (D), typically comprising dense irregular connective tissue. Sweat glands can also be seen in (b) and (c).

Strain images (d-f) show some capacity to distinguish the ridged and layered structure of the skin. The algebraic (g-i) and iterative (k-m) reconstructions of shear modulus exemplify this contrast. In (g) and (k), a higher modulus in the ridges is observed. In depth ((h), (i), (l), (m)), a variation in the shear modulus is observed corresponding to the skin layers. The mean shear modulus values for the three layers are: 24 kPa (SC), 27 kPa (E), and 32 kPa (D), which are within the range reported previously [212]. Direct comparison of shear modulus is challenging because in the OCE results we are compressing the tissue first, and then measuring what amounts to a tangent modulus.

Skin tissue is highly heterogeneous, thus, a high mesh density is desired. Performing inversion over the entire tissue volume with a high mesh density is computationally demanding. This is made feasible through domain decomposition, where multiple independent inversions were performed, still on the entire domain, however, with separate complementary partitions being refined with a dense mesh. The results from each refined partition in each inversion were fused together to obtain a full, high-resolution reconstruction of shear modulus.

The use of iterative inversion presents a number of advantages over the algebraic inversion. In the algebraic inversion (g-i), white masked-out areas represent where a negative modulus was estimated. In such areas, the principal component of compressive strain is likely to be orthogonal to the loading direction, thus, showing up as tensile strain in the z direction. Such scenarios cannot be handled with the assumption of local uniaxial stress. Furthermore, the iterative approach is superior in identifying local features, such as the sweat ducts. In the 3D segmentation of the fingertip, the iterative method (n) is able to visualize individual sweat ducts (labeled by red arrows, with corresponding OCT images (o) and (p)). It is challenging to
see these features in the algebraic reconstruction (j).

Accurate mapping of mechanical properties \textit{in vivo} in skin may find important clinical applications in dermatology, such as in characterizing cancer [16], pathological scarring [213] and scleroderma [214]. Further, it may find applications in the cosmetics industry, where the mechanical properties of skin are important in aging, treatment and regeneration [215]. First steps toward this with OCE have been recently demonstrated, showing the capacity to further distinguish burn scars, moles and image other locations of the skin, however, still with the algebraic approach [216].

The use of iterative inverse methods in \textit{in vivo} data presents a new set of challenges. In tomographic acquisition (where the data is acquired sequentially across each location), movement in the tissue, such as bulk movement and blood flow, can generate areas of discontinuity in displacement or the coordinate system. In an iterative inverse method that rigorously adheres to the assumption of incompressibility and continuity, this may cause significant artifacts.

\section*{3.3 Discussion}

We have presented an approach to iteratively solving for the three-dimensional sample shear modulus distribution from OCE data. The solution is found by solving a constrained minimization problem whereby a modulus distribution is found which minimizes the difference between measured and predicted displacement. We employ a gradient-based optimization algorithm which takes advantage of an adjoint problem to efficiently calculate the gradient of the mismatch functional with respect to the sample’s three-dimensional shear modulus distribution. We have applied the solution method to three heterogeneous tissue-mimicking phantoms, \textit{ex-vivo} malignant breast tumour and \textit{in-vivo} human skin. The phantom examples verify that the solution method accurately retrieves modulus distributions in three-dimensional heterogeneous samples with what believe is unprecedented accuracy. Mesh refinement and computational domain decomposition allows for shear modulus to be retrieved with a finer spatial resolution and accuracy for a given sample dimension and computer hardware. The solution method is free of unrealistic assumptions such as
the sample having uniform stress or the plane strain and plane stress assumptions inherent to two-dimensional approximations. Although we assume that the sample is linear elastic, incompressible and isotropic, the solution framework could be extended to relax these assumptions. The primary challenge in relaxing such assumptions is the development of a suitable forward model and the acquisition of the required data from the sample. At the same time as relaxing assumptions, it is also possible to seamlessly incorporate prior information into the solution method. This was done in the presented work where a calibration layer of known shear modulus was used. This allowed the magnitude of shear modulus throughout the sample to be retrieved absolutely.

The presented modulus retrieval method results in modulus maps from three-dimensional data with fewer artifacts. This results from requiring fewer restrictive assumptions, clear examples of which are given in modulus distributions retrieved for the heterogeneous phantoms of Fig. 3.1, Fig. 3.2 and Fig. 3.3. We believe the method’s ability to obtain modulus maps for heterogeneous samples is unparalleled. The iterative solution method also implicitly solves the problem sometimes referred to as "mechanical coupling", whereby features within a sample perturb the perceived mechanical response of other features within a sample.

This work will enable images of sample shear modulus to be obtained with improved spatial resolution and accuracy. Higher spatial resolution is achieved through the use of mesh refinement which means that small mesh elements are used only where they are required, as dictated by the sample. The improved accuracy of the retrieved modulus distributions has been demonstrated in the presented examples. Aside from simply providing "clearer" images of tissue mechanical properties, it will also allow for the development of objective clinical diagnosis methods based upon absolute values of tissue shear modulus. In research applications, it will allow for new approaches for longitudinal studies due to the retrieval of absolute shear modulus values.
3.4 Methods

3.4.1 Construction and characterization of phantom

This part of effort was carried out by our collaborators at University of Western Australia. It is included here sake of completeness. Tissue-mimicking phantoms and the compliant stress layers were fabricated from two-compound room-temperature vulcanizing silicone. Two compounds were used: Elastosil P7676 and ELastosil RT601 (Wacker Chemie AG, Munich, Germany). The optical properties were controlled though the addition of titanium dioxide particles of known size distribution. The refractive index of the silicones is 1.4 and 2.5 for the titanium dioxide [205]. The mechanical properties were controlled by changing the mixing ratio of the two components of the silicone (parts A and B), and further varied by diluting the silicone parts with polydimethylsioxane (PDMS) oil (AK50, Wacker Chemie AG, Munich, Germany). PDMS oil was also used to lubricate the samples to minimize friction in the experiments. Each composition is presented as Compound A:B:Oil (e.g., P7676 2:1:0.3). The phantom mixture was mixed and sonicated to ensure uniform distribution of constituents and scatterers, and was oven-cured at 80°C.

The compliant stress layers were fabricated from P7676 1:1:0 with no added scattering. The layers were fabricated to a 500-µm thickness. The bulk of the four-inclusion phantom was fabricated from P7676 1:1:0, and the inclusions were fabricated from (in order of descending modulus): RT601 5:1:0, RT601 10:1:10, RT601 10:1:30 and P7676 2:1:0.3. 1 g/L of titanium dioxide was added to the bulk and 2.5 g/L was added to the inclusions to provide optical contrast. Each inclusion material was fabricated independently and then manually cut into roughly rectangular shape, and incorporated into the bulk during its curing process. Each inclusion was roughly 6×, 3×, 1.5× and 0.5× the bulk stiffness, with actual values shown in Fig. 3.1(a).

3.4.2 Preparation of breast tumor sample

This part of effort was carried out by our collaborators at University of Western Australia. It is included here sake of completeness. The imaging system acquired B-scans and C-scans in 0.1 s and ∼16 min, respectively. 3D dataset was acquired
with dimensions \((x \times y \times z)\) up to 10 \(\times\) 10 \(\times\) 2.25 mm, comprising 1,000 A-scans in each B-scan and 10,000 B-scans in each C-scan. The data was acquired using a custom-made software package written in C++. Signal processing of the raw data was performed in Matlab (Mathworks, USA, v2012b).

Informed consent was obtained from patients and the study approved by the Human Research Ethics Committee of Royal Perth Hospital, Perth, Western Australia. The sample was imaged, taken from a 60-year-old female undergoing mastectomy and classified as invasive ductal carcinoma. After excision, a fresh tissue sample was dissected for scanning, with approximate dimensions \((x \times y \times z)\) of 1.5 \(\times\) 1.5 \(\times\) 0.5 cm. Samples were kept hydrated in saline until imaging, which occurred within 4 hours of excision. After imaging, samples were fixed in 10\% neutral buffered formalin, embedded in paraffin, sectioned and stained with haematoxylin and eosin (H&E) following the standard histopathology protocols used at Royal Perth Hospital. The H&E-stained sections were digitally micrographed using an automated system (ScanScope, Leica Biosystems, Nussloch, Germany) and manually co-registered with the corresponding \textit{en face} OCT images using in-house viewing software. Interpretation of histology was performed by an experienced pathologist (B. Latham).

### 3.4.3 Preparation of skin sample

This part of effort was carried out by our collaborators at University of Western Australia. It is included here sake of completeness. Skin imaging was approved by the University of Western Australia Human Research Ethics Committee. Imaging was performed on a 26-year-old Caucasian male. Prior to imaging, the fingertip was cleaned and lubricated with PDMS oil. The compliant layer was also lubricated and placed on top of the fingertip. The finger was placed on a cushion to minimize discomfort and movement. The imaging probe was then applied to the fingertip, preloading it until there were no qualitatively observable movement artifacts and bulk motion in the displacement images. It was also preloaded to ensure that there was complete contact, and that all layers were straining due to compression.
3.4.4 OCE system and displacement estimation

This part of effort was carried out by our collaborators at University of Western Australia. It is included here for sake of completeness. The Fourier-domain OCT system used to perform OCE is described in detail in [57]. Compression OCE was performed by placing the specimen on top of a 600-µm thick compliant polydimethylsiloxane (PDMS) silicone layer of known material properties. As demonstrated in the previous Chapter, this calibration layer can constrain the solution to the inverse elasticity problem to be absolute. The specimen-layer assembly was placed between a rigid plate and a glass window coupled to a piezoelectric ring actuator [56]. 5–10% preload strain was applied with the rigid plate to ensure even contact. Phase-sensitive OCE was used to estimate axial displacement components within the range of ±2.2µm [57],[199].

3.4.5 Inverse problem solution

We split the domain of interest, Ω, into the volume occupied by the calibration layer Ωc and the volume occupied by the tissue, Ωt. We let (x, y, z) denote the lateral, axial and elevational coordinates within the domain of interest, and ˜u(x, y, z) denote the axial component of measured displacement increment. We model the calibration layer as well as the tissue as incompressible elastic materials. Within the calibration layer we measure the average axial strain through the thickness, ɛc(x, z) that is applied to ensure proper contact. This, in conjunction with the knowledge of the elastic behavior of the calibration material allows us to calculate the tangent shear modulus, µc(x, z), within the calibration layer.

The inverse problem we wish to solve is: given ˜u and µc determine the spatial distribution of the shear modulus, µ(x, y, z) in the tissue. This problem is supplemented by the constraint that the equations of equilibrium must be satisfied. We solve this problem as a minimization problem, where we seek to find the distribution µ that minimizes the functional

\[ \pi = \int_{\Omega_t} (u - ˜u)^2 dx + \alpha \int_{\Omega_t} \sqrt{|\nabla \mu|^2 + c^2} dx. \] (3.1)

In the equation above, the first term is the data mismatch term and the second
term is the regularization term. In the data mismatch term $u$ is the predicted
displacement field which is constrained to satisfy the equations of equilibrium for a
linear, incompressible elastic solid. The regularization term, which is of the total
variation type (TV), addresses the ill-posedness of the inverse problem and penalizes
large variations in the recovered Young’s modulus. It does so, without regard to
the steepness of the slope of these variations. In this term, $\alpha$ is the regularization
parameter, and $c$ is another parameter that ensures that this term has continuous
derivatives (wrt. to $\mu$) when $\nabla \mu = 0$.

We note that the shear modulus, $\mu$, influences the data mismatch term indi-
directly via the predicted displacement, $u$, since the spatial distribution of $\mu$ deter-
mines $u$ through the solution of the equations of equilibrium. Any change in $\mu$ leads
to a change in $u$, which changes the data mismatch term. The goal is to find the
distribution of $\mu$ that minimizes the sum of the mismatch and the regularization
terms. This is accomplished by representing both $\mu$ and $u$ using the standard finite
element basis functions, and then using a gradient-based quasi-Newton algorithm
to solve the minimization problem (3.1). The gradient vector, whose components
represent the rate of change in $\pi$ due to change in the value of $\mu$ at a finite element
vertex, is determined by solving the forward problem (equations of equilibrium) and
an adjoint problem.

The algorithm described above is efficient; however its cost can become pro-
hibitive when solving problems in three dimensions on a fine grid. For example,
if we were to apply this algorithm to the problem of a tissue- mimicking phantom
with a single inclusion (see Fig. 3.2), we would solve for 31 million optimization vari-
ables, which is very challenging. To address this challenge, we propose two novel
approaches.

**Adaptive mesh refinement**

First, when solving the inverse problem we make use of adaptive spatial reso-
lution. In particular, we first solve the inverse problem on a coarse grid. Thereafter
we define a mesh size field that is inversely proportional to the absolute value of the
gradient of the recovered Young’s modulus. This leads to a new finite element mesh
that has finer resolution wherever the shear modulus varies sharply. We repeat this step several times and arrive at a final mesh whose resolution is optimal for the problem at hand. The mesh is fine where the gradients in $\mu$ are large, and coarse in other places. As shown in Fig. 3.6, we use the tissue-mimicking phantom with a single stiff inclusion as an example to explain the adaptive approach. In Fig. 3.6, each row corresponds to one adaptive stage. The grids are gradually refined at the interface between the inclusion and the bulk matrix. As a continuation strategy, the solution from the previous stage is used in the immediate following stage. The adaptive grids make full use of the measured displacement data and achieve similar resolution as the displacement measurement grid in the finest regions, as can be seen from the first column of Fig. 3.6. The effect of the adaptive grids can also be observed from the recovered shape of the inclusion as shown in the second column of Fig. 3.6.

**Domain decomposition**

The approach described above works well for problems with a large field of view and relatively few significant features. In cases where there are many features within the field of view, this approach will lead to a fine resolution everywhere, and therefore a very large computational problem. In order to tackle these types of problems, we combine this approach with a domain decomposition method. In this approach the overall problem is simultaneously solved on $N$ distinct meshes. In each mesh an adaptive strategy is applied to a smaller subdomain of the total volume, and a fixed, coarse mesh is used in the rest of the domain. The fact that the adaptive strategy is applied to a single subdomain in each problem allows us to focus on the features contained within that subdomain, and the fact that the region outside this subdomain is represented through a coarse discretization, allows us to account for the effect of the remainder of region without expending large computational resources. Another advantage of this method is that it is “embarrassingly parallelizable.” That is each of the $N$ problems described above can be solve independently of each other on separate processors or computers, with no communication. This approach is applied to the *in-vivo* fingertip tissue problem due to the very hetero-
geneous structure of skin tissues. In this case, the large problem is divided into three subproblems as shown in Fig. 3.7 (a) and (b), (c) and (d), (e) and (f), where adaptive grids are applied in the regions within the orange box and the rest of the domain is kept uniformly coarse. The three subproblems are solved simultaneously and the solution from each of the refined regions are stitched together as shown in Fig. 3.7 (g) and (h).
Figure 3.2: OCE of tissue-mimicking phantom with single inclusion. (a) Average shear modulus and its variance for the experimental test, the algebraic method, and the iterative method. En-face (b), B-scan (d), and segmented (c) images from OCT data. En-face (e), and B-scan (h) images of strain data. En-face (f), B-scan (i), and segmented (g) images of shear modulus from algebraic inversion. En-face (j), and B-scan (m) images of the mesh generated during iterative inversion. En-face (k), B-scan (n), and segmented (l) shear modulus images from iterative inversion.
Figure 3.3: OCE of tissue-mimicking phantom with star inclusion. (a) Average shear modulus and its variance for the experimental test, the algebraic method, and the iterative method. En-face (b), B-scan (d), and segmented (c) images from OCT data. En-face (e), and B-scan (h) images of strain data. En-face (f), B-scan (i), and segmented (g) images of shear modulus from algebraic inversion. En-face (j), and B-scan (m) images of the mesh generated during iterative inversion. En-face (k), B-scan (n), and segmented (l) shear modulus images from iterative inversion.
Figure 3.4: *Ex vivo* OCE of a malignant breast tumor. (a) H&E histology. B-scan (b) and (d), and *en-face* (c) images from OCT data. B-scan (e) and (h), and *en-face* (g) images of strain data. B-scan (f) and (j), *en-face* (i), and segmented (k) images of shear modulus from algebraic inversion. B-scan (l) and (o), and *en-face* (n) images of the mesh generated during iterative inversion. B-scan (m) and (q), *en-face* (p), and segmented (r) images of shear modulus from iterative inversion. A = adipose, S = stroma, T = tumor, CL = calibration layer.
Figure 3.5: In vivo OCE of fingertip tissue. En-face (a), and B-scan (b), (c), (o) and (p) images from OCT data. En-face (d), and B-scan (e) and (f) images of strain data. En-face (g), B-scan (h) and (i), and segmented (j) images of shear modulus from algebraic inversion. En-face (k), B-scan (l) and (m), and segmented (n) images of shear modulus from iterative inversion. SC = stratum corneum, E = epidermis, D = dermis, SG = sweat gland.
Figure 3.6: Illustration of adaptive mesh refinement. First column (a,c,e,g) displays the adaptive grids in the B-scan view in different adaptive stages. Second column (b,d,f,h) displays the segmented shapes of the inclusion in different stages.
Figure 3.7: Illustration of domain decomposition. (a) and (b), (c) and (d), (e) and (f) are the three subproblems. (g) and (h) are the composite solution. (a), (c), (e) and (g) are the B-scan planes of (b), (d), (f) and (h) on the black dashed lines, respectively. Orange boxes indicate the regions with refined mesh.
CHAPTER 4
Recovery of Cellular Traction in Three-Dimensional Nonlinear Hyperelastic Matrices

4.1 Introduction

The traction exerted by a cell on its surroundings (and by the surroundings on a cell) plays a critical role in cell development and migration, and is therefore important in understanding and manipulating important biological processes such as stem cell differentiation, cancer cell metastasis, and embryonic morphogenesis [217–219]. In order to quantitatively measure the traction field, several techniques have been developed. These include the use of wrinkling membranes [127], cantilever-based sensing devices [133], [220] and traction force microscopy (TFM) [140], [221], [222].

In TFM, the extracellular matrix (ECM) surrounding the cell is embedded with beads, and the motion of these beads in response to cellular tractions is tracked. Given this motion, and the mechanical behavior of the extracellular matrix, the traction at the cell-matrix interface is recovered [144]. When TFM is applied to a thick, two-dimensional, linear-elastic substrate, the problem of determining the tractions is further simplified by utilizing the Boussinesq solution [158] in the Fourier space. This technique is often referred to as Fourier Transform Traction Cytometry (FTTC) [140], and yields a rapid solution for the traction field. However, its application is limited to thick two-dimensional substrates undergoing small strains.

The extension of TFM to three dimensions is considered in [144]. This reference describes an approach to TFM for cells that are geometrically complex and are embedded in a three-dimensional matrix. This problem is solved by constructing a numerical Green’s function using the finite element method that connects the traction applied at a point on the cell-matrix interface to the displacement at a given
bead location. Once this map is determined, a minimization problem is solved in order to determine the traction field that produces a bead displacement field that best matches the measured displacement field. A similar approach can also be found in [223].

A natural extension to the ideas described above would involve accounting for the nonlinear effects during the elastic deformation of the ECM. There are several sources of this nonlinear behavior:

1. When the strain in a solid exceeds a certain threshold (usually around 10%), the linear measure of strain (the infinitesimal strain tensor) is no longer appropriate, and other nonlinear measures that accurately measure the deformation of the material must be adopted [224]–[226]. We note that in TFM studies, where 30-70% strains are quite common [144], [159], [160], this level of strain is routinely exceeded.

2. When the displacement incurred by the solid is large, the change in the current configuration due to this displacement must be accounted for, and this introduces the so-called geometric nonlinearity to the problem.

3. Some materials display a nonlinear stress-strain response, and this leads to a nonlinear constitutive model. This is especially true for materials such as gelatin-agar co-gels [227], that are commonly used as tissue-mimicking phantom, or real biological gels [228].

For all these reasons, it is important to consider the nonlinear behavior of the ECM while computing the traction field exerted by the cell on the matrix.

We note that there have been some attempts at solving the 3D nonlinear TFM problem. In [229], the authors consider a nonlinear constitutive model, but do not account for nonlinearities in strain and in the geometrical description of the problem. Moreover, the applicability of their technique appears to be limited to a small range of traction magnitudes, and to a relatively small number of traction beads.

We also note that there are instances adopting a “forward computation method” (described as such by [230]) for determining the cell traction, in contrast to the inverse problem approach described above [142], [153], [154], [222], [231]. In the forward
method, the strain is obtained by differentiating the experimentally measured displacement field and the stress/traction fields are then determined by applying the constitutive equation. Clearly, the quality of the cellular tractions recovered using this approach depends heavily on the ability to measure the displacement field close to the cell-matrix interface [230]. This places a significant burden on the experimental set up. The inverse problem approach, on the other hand, can make use of all available bead displacement data, including those that are at some distance from the interface.

In this manuscript we present a new approach to solving the nonlinear TFM problem. We pose the problem as an inverse problem, where we are given the displacement of a finite number of beads, and a model for the the mechanical response of the matrix, and we wish to determine the traction field that is consistent with these observations. We solve the inverse problem as a constrained minimization problem, where we seek to find the traction field that yields a displacement field that best matches measured bead displacements. This is done under the constraint that the predicted displacement field satisfies the equations of equilibrium for a nonlinear hyperelastic material. We solve this problem using gradient-based algorithms, and efficiently compute the gradient using a linearized adjoint equation. We account for noise by regularizing the recovered traction field through a Tikhonov term. Similar methods for solving inverse problems have been used to determine the spatial distribution of material properties in different fields of mechanics and physics [11], [39], [78], [91], [92], [95], [98], [103], [107]–[113], [168], [202], [232], [233]. We test the performance of the proposed approach on synthetic data. We create geometric models of cells embedded in a matrix with known material behavior. Thereafter, we apply tractions at the cell-matrix interface and compute the displacement field in the matrix by solving a forward problem. We utilize a portion of the displacement field as the “measured” displacement field, and in some instances, add noise to it. Using this measured displacement in our algorithm, we determine the traction field at the interface. We also utilize this set-up to determine the effect of making the linear elastic assumption while solving the inverse problem, when the actual response of the material is nonlinear. In the inverse problems literature, this error is referred
to as model error. We conclude that for some problems the model error can be significant. Last but not least, we apply our algorithm with linear elasticity to two in-vitro problems, human umbilical vein endothelial cells (HUVECs) embedded in stiff and soft hydrogels, respectively. This proves the applicability of our algorithm to real data. We also explain the difficulties in directly applying our algorithm with nonlinear elasticity to real data.

Moreover, we note that the problem of recovering tractions is not limited to applications in biomechanics, and has also been studied in structural dynamics [234]–[236]. In these studies also, the assumption of linear elasticity is invoked.

The organization of the remainder of this manuscript is as follows: In Section 4.2, we present the nonlinear forward elasticity problem that describes the response of a three-dimensional hydrogel to cellular traction. In Section 4.3, we formulate the nonlinear inverse problem to determine the traction field at the cell-matrix interface, given the “experimentally measured” displacements. We also present the essential ingredients of our solution strategy which include a gradient-based minimization algorithm, an adjoint equation, and a special regularization approach. In Section 4.4, we describe two numerical examples that include tractions exerted on a hydrogel by a microglial cell and a neuronal cell. We use these examples to quantify and understand errors in the reconstructed traction field due to noise as well as incorrect model selection. In Section 4.5, we apply our algorithm with linear elasticity to HUVECs in stiff and soft hydrogels, respectively, and explain the difficulties in directly applying our algorithm with nonlinear elasticity to real data. We conclude with a summary in Section 4.6.

4.2 The forward elasticity problem

A typical problem of interest consists of a cell embedded within a three-dimensional scaffold made from a hydrogel. It is assumed that the mechanical properties of the cell are not known, while that of the gel are known [140],[144],[221],[231]. In this study, the hydrogel around the cell is modeled as an incompressible hyperelastic solid using a modified version of the Blatz (or the Veronda-Westmann) model. Treating hydrogel as incompressible is common [140],[144],[221],[231]. In addition,
several commonly used hydrogels, such as agar-gelatin co-gels, display significant nonlinear elastic behavior in range of strains encountered in cell-traction studies. For these types of gels the modified Blatz model is a simple constitutive model (with just 2 parameters) that captures the nonlinear stress-strain response.

4.2.1 Strong form

The problem is posed on the domain obtained by subtracting the cell from the hydrogel. Typically, the extent of the hydrogel is too large to fully model in this problem, so the domain is truncated at a certain distance away from the cell where the displacements (due to cellular tractions) have decayed significantly. This truncation is common [143],[144],[229], and the truncation distance usually depends on how fast the traction decays. Authors in [143],[144],[222] have presented some nice illustrations of the decay of tractions.

The displacement field, \( \mathbf{u} \), and the pressure, \( p \), within the hydrogel obey the equations of equilibrium given by:

\[
\nabla \cdot \mathbf{P} = 0 \quad \text{in} \quad \Omega_0, \\
\mathbf{u} = \mathbf{g} \quad \text{on} \quad \Gamma_g, \\
\mathbf{P} \cdot \mathbf{N} = \mathbf{h} \quad \text{on} \quad \Gamma_h,
\]

along with the incompressibility constraint:

\[
J - 1 = 0, \quad \text{in} \quad \Omega_0.
\]

Here Eq.(4.1) is a statement of equilibrium in the reference configuration \( \Omega_0 \), where \( \mathbf{P} \) is the first Piola-Kirchhoff stress tensor, and Eqs.(4.2) and (4.3) define the Dirichlet (displacement) and Neumann (traction) boundary conditions, respectively, where the displacement data, \( \mathbf{g} \), is prescribed on \( \Gamma_g \), and the traction data, \( \mathbf{h} \), is prescribed on \( \Gamma_h \). Further, \( \partial \Omega_0 = \overline{\Gamma_g \cup \Gamma_h} \) defines the closed boundary of \( \Omega_0 \), \( \Gamma_g \cap \Gamma_h = \emptyset \), and \( \mathbf{N} \) is the outward normal vector on the surface, \( \Gamma_g \), in the reference configuration. Eq.(4.4) enforces the incompressibility constraint, and \( J = det(\mathbf{F}) \) is the jacobian of the deformation gradient, which is defined as \( \mathbf{F} = \nabla \mathbf{u} + \mathbf{1} \).
These equations are appended with a constitutive equation for the stress. In particular, first Piola-Kirchhoff stress tensor is given by \( P = FS \), where \( S \), the second Piola-Kirchhoff stress tensor, is defined as, \( S = -J \times pF^{-1}F^{-T} + 2\frac{\partial W}{\partial C} \). In the expression above, \( W \) is the strain energy density function that depends on the invariants of the right Cauchy-Green strain tensor, \( C = F^TF \). For the constitutive model used in this paper, \( W \) is given by

\[
W = \frac{\mu}{2\gamma} (e^{\gamma(J - \frac{2}{3}I)} - 1),
\]

where \( \mu \) is the shear modulus at zero strain, and \( \gamma \) is the nonlinear parameter that determines the nonlinear change of stress with strain. Further, \( I_1 = \text{trace}(C) \), is the first principal invariant of the Cauchy-Green strain tensor. More details about this material model can be found in [110], [237]–[239].

### 4.2.2 Weak form

We solve the forward problem using the finite element method, which is based on the weak, or the variational form, of the forward problem. The variational form may be derived by either minimizing the total potential energy of the system under the constraint of incompressibility, or it may be derived by multiplying the equilibrium equation and the incompressibility equations with weighting functions, integrating over \( \Omega_0 \), performing integration-by-parts on the former, and then imposing the traction boundary condition Eq.(4.3). In either case, we arrive at the following statement: Find \( U \equiv [u, p] \in S \times P \) such that

\[
\mathcal{A}(W, U) = (w, h)_{\Gamma_h}, \quad \forall W \equiv [w, q] \in V \times P,
\]

where

\[
\mathcal{A}(W, U) \equiv \int_{\Omega_0} \nabla w : P \, d\Omega + \int_{\Omega_0} q(J - 1) \, d\Omega,
\]

\[
(w, h)_{\Gamma_h} \equiv \int_{\Gamma_h} w \cdot h \, d\Gamma.
\]
The function spaces $V$, $S$, and $P$ that appear in the equations above are defined as,

$$V = \{ w | w_i \in H^1(\Omega_0); \ w_i = 0 \text{ on } \Gamma_g \},$$

$$S = \{ u | u_i \in H^1(\Omega_0); \ u_i = g_i \text{ on } \Gamma_g \},$$

$$P \subseteq L^2(\Omega_0),$$

where $L^2$ is the space of square-integrable functions, and $H^1$ is the Sobolev space of square-integrable functions with square-integrable derivatives.

The standard Galerkin finite element method is obtained by restricting the weak form (Eq.4.6) to finite-dimensional function spaces. However, for incompressible materials, it is well known that the Galerkin finite element method leads to unstable solutions unless very specific choices are used for the displacement and pressure function spaces. This restriction can be overcome by stabilizing this formulation with residual-based terms [240], [241]. With that addition, the discrete stabilized formulation is given by: Find $U^h \equiv [u^h, p^h] \in S^h \times P^h$ such that

$$A_s(W^h, U^h) = (w^h, h)_{\Gamma_h}, \quad \forall W^h \equiv [w^h, q^h] \in V^h \times P^h,$$

where

$$A_s(W^h, U^h) \equiv A(W^h, U^h) - \sum_{e=1}^{n_el} (\tau \nabla \cdot (F^h S^h), F^h - T \nabla q^h)_{\Omega_0^e}.$$
4.3 Inverse problem for the traction vector field

In this section, we consider the inverse problem of determining the traction field, $h$, on the boundary, $\Gamma_h$, given measured displacements at discrete locations in the hydrogel. The overall scheme to obtain the solution of this inverse problem is similar to that of the material property identification inverse problem described in [110] and [109]. The key difference is that we wish to recover the traction, $h$, and not the material properties. In the terminology of the PDE-constrained optimization, this inverse problem can be viewed as a boundary source inversion since the optimization variable $h$ appears on the right hand side in Eq.4.12. In most PDEs, right hand side is the source term. The inverse problem is formulated as a minimization problem subject to the constraint of satisfying the forward problem. A gradient-based optimization approach, L-BFGS [156], is used to solve the minimization problem iteratively and the gradients are efficiently evaluated by solving the appropriate adjoint equation [98]. Similar use of the adjoint method to efficiently compute gradients can also be found in other applications [242]–[245].

4.3.1 Inverse problem statement

The inverse problem is stated as follows: Given the measured displacement field, $\tilde{u}$, find the traction field, $h$, such that the objective function

$$\pi(u, h) = \frac{1}{2} \| Tu - T\tilde{u} \|_0^2 + \alpha R(h)$$  \hspace{1cm} (4.14)

is minimized subject to the constraint that the predicted displacement field, $u$, satisfies Eqs.(4.1)-(4.4).

In Eq.(4.14), the first term is the displacement matching term. The mismatch between the predicted and measured displacement field is measured in the $L_2$ norm denoted by $\|\cdot\|_0$. It is weighted by the tensor $T$, which can be used to augment the contributions from the more accurate components of measured displacements. The second term of Eq.(4.14) is the regularization term, where $\alpha$ is the regularization parameter. The regularization term embeds prior information about the unknown field, in our case the traction field, $h$, into the inverse problem. In most cases, it is assumed that the recovered field is smooth in a sense defined by the choice of
this term. This has the effect of regularizing the inverse problem, which is typically ill-posed, as it lacks uniqueness or stability. In this manuscript, Tikhonov ($H_1$) regularization [246] and total variation diminishing (TVD) regularization [203] are implemented:

\[ H_1 \text{ regularization: } \mathcal{R}(h) = \frac{1}{2} \int_{\Gamma_h} |\nabla_\Gamma h|^2 d\Gamma \quad (4.15) \]

\[ \text{TVD regularization: } \mathcal{R}(h) = \int_{\Gamma_h} |\nabla_\Gamma h| d\Gamma. \quad (4.16) \]

In the equations above, $\nabla_\Gamma$ represents the gradient operator restricted to the surface $\Gamma_h$. At any location $x \in \Gamma_h$, it is given by $\nabla_\Gamma \equiv (1 - N \otimes N)\nabla$, where $1$ is the identity tensor, $N$ is the outward normal to the surface and $\nabla$ is the gradient operator. We note that $\nabla_\Gamma$ only retains the tangential components of $\nabla$. The $H_1$-regularization term penalizes gradients of $h$ and leads to smooth solution. The TVD regularization also penalizes gradients but does so without regard to the steepness. More accurately, it penalizes the total variation of $h$. For fields that have rapid variations, the TVD regularization represents a more accurate means to convey the prior information, and is preferred. One disadvantage of the TVD term is its lack of smoothness when $\nabla h = 0$. At these locations, the derivative of the TVD term with regard to $h$ is discontinuous, and this causes difficulties when it is used in conjunction with algorithms that work with approximations of the Hessian of the minimization functional. In this case, the TVD is smoothed about $h = 0$ by replacing Eq.(4.16) with

\[ \mathcal{R}(h) = \int_{\Gamma_h} \sqrt{|\nabla_\Gamma h|^2 + \beta^2} d\Gamma, \quad (4.17) \]

where $\beta \ll |\nabla_\Gamma h|$ is a small positive constant [247]. In the following sections, $H_1$ regularization is applied to the numerical examples and TVD regularization is applied to experimental data since the true traction fields in the numerical examples are smooth and traction fields are considered less smooth in actual experiments.
4.3.2 Formulation of the gradient

In order to solve the inverse problem using a quasi-Newton method, we need to evaluate the derivative of $\pi$ with respect to $h$. This is relatively easily evaluated for the regularization term. However, its evaluation for the displacement mismatch term is cumbersome. This is because the predicted displacement field, $u$, depends upon $h$ implicitly through the constraint of Eq.(4.12). This difficulty is circumvented through the use of an appropriately chosen adjoint field, which is derived by constructing the Lagrangian corresponding to $\pi$. That is,

$$L(U^h, W^h, h) = \pi(u^h, h) + A_s(W^h, U^h) - (w^h, h)^r_h,$$  \hspace{1cm} (4.18)

where $W^h \in V^h \times P^h$ and $U^h \in S^h \times P^h$. Here $W^h$ plays the role of a Lagrange multiplier field.

We denote the variation of a function $f(x)$ in the direction $\delta x$ by $\delta f$,

$$\delta f = D_x f \cdot \delta x = \frac{d}{d\epsilon} f(x + \epsilon \delta x) \bigg|_{\epsilon \to 0}.$$  \hspace{1cm} (4.19)

The variation of $L$ is given by

$$\delta L = D_{U^h} L \cdot \delta U^h + D_{W^h} L \cdot \delta W^h + D_h L \cdot \delta h.$$  \hspace{1cm} (4.20)

Setting $D_{W^h} L \cdot \delta W^h = 0$, $\forall \delta W^h \in V^h \times P^h$ in the above equation immediately yields an equation for $u^h$, that is

$$A_s(\delta W^h, U^h) = (\delta w^h, h)^r_h, \quad \forall \delta W^h \in V^h \times P^h.$$  \hspace{1cm} (4.21)

This implies that $U^h$ satisfies the forward problem Eq.(4.12). Under this condition, from Eq.(4.18), we conclude $\pi = L$, and hence $\delta \pi = \delta L$.

We now examine the condition for which the expression for $\delta L$ can be further simplified. In particular, we set $D_{U^h} L \cdot \delta U^h = 0$, $\forall \delta U^h \in V^h \times P^h$ to arrive at

$$B_s(W^h, \delta U^h; U^h) = -(T \delta u, Tu - T\ddot{u}), \quad \forall \delta U^h \in V^h \times P^h.$$  \hspace{1cm} (4.22)
where \( \mathcal{B}_s(\mathbf{W}^h, \delta \mathbf{U}^h; \mathbf{U}^h) \equiv \frac{d}{\epsilon} \mathcal{A}_s(\mathbf{W}^h, \mathbf{U}^h + \epsilon \delta \mathbf{U}^h)|_{\epsilon \to 0} \) is the linearization of \( \mathcal{A}_s(\cdot, \cdot) \) about \( \mathbf{U}^h \). Eq. (4.22) yields a well-posed linear problem for \( \mathbf{W}^h \). The left hand side of this problem is the adjoint of the linearized version of the original forward problem Eq. (4.12). For this reason, this problem is referred to as the adjoint problem, and \( \mathbf{W}^h \) the adjoint field.

With \( \mathbf{U}^h \) given by the primal problem Eq. (4.21) and \( \mathbf{W}^h \) given by the adjoint problem Eq. (4.22), we have from Eq. (4.20)

\[
\delta L = \delta \pi = D_h L \cdot \delta \mathbf{h} = \alpha D_h \mathcal{R} \cdot \delta \mathbf{h} - (\mathbf{w}^h, \delta \mathbf{h})_{V_h},
\]

(4.23)

where \( \mathcal{R} \) is the regularization term defined by Eq. (4.15). As a result, the algorithm to calculate the change in the objective function corresponding to a change in the traction vector proceeds as follows:

1. Solve Eq. (4.21) to determine the primal field \( \mathbf{U}^h = [\mathbf{u}^h, p^h] \).
2. Solve Eq. (4.22) to determine the adjoint field \( \mathbf{W}^h = [\mathbf{w}^h, q^h] \).
3. Use \( \mathbf{w}^h \) in Eq. (4.23) to determine the variation in the objective function.

In this study, the optimization variables are the traction components at each node on the cell-matrix interface. The value of the objective function, Eq. (4.14), and its gradient, Eq. (4.23), are the input for the L-BFGS optimization algorithm, which returns an updated estimate of tractions for each node and the whole process is repeated until convergence or until the maximum number of iterations is achieved.

**Remark**

We note that the primal problem, Eq. (4.21), is a system of nonlinear equations which is solved using the Newton method. This represents the major computational cost of our algorithm. This cost is kept in check by utilizing a continuation scheme described in [110] and [109]. Within this approach, when solving the forward traction problem for a new guess of the traction field, the solution from the previous step is used as an initial state. Consequently, the forward problem is solved within 10 Newton iterations, as opposed to on the order of 100 iterations otherwise.
4.4 Numerical examples

In this section, two geometrically accurate cell models are used to demonstrate the applicability of our nonlinear algorithm in recovering cell traction. In each case, a known traction field, \( \hat{h} \), is applied at the cell-matrix interface and the forward problem is solved. This results in the displacement of the matrix which is sampled at some select nodes. We denote this displacement vector by \( \hat{u}^{(j)}, j = 1, \cdots, n_{\text{node}} \).

In some cases, in order to simulate the effect of instrument noise and errors in the displacement estimation algorithm in actual experiments, noise is added to this displacement. The noisy “measured” displacement field is given by

\[
\tilde{u}^{(i)} = \hat{u}^{(i)} + \eta \times \frac{\sum_{j=1}^{n_{\text{node}}} |\hat{u}^{(j)}|}{\sum_{j=1}^{n_{\text{node}}} |n^{(j)}|} \times n^{(i)}, i = 1, \cdots, n_{\text{node}}
\] (4.24)

where \(|\cdot|\) denotes the magnitude of a vector, \(n^{(j)}_k \in N(0,1), k = 1, 2, 3\) and \(N(0,1)\) is standard normal distribution. In this case, \(\eta\) represents the fraction of noise in the “measured” displacement field. The effect of this parameter on the quality of the reconstruction is examined.

In order to quantify the performance of our algorithm, the difference between the recovered traction field, \( h \), and the applied traction field, \( \hat{h} \), is measured,

\[
e(h) = \frac{\|h - \hat{h}\|_0}{\|h\|_0}.
\] (4.25)

For simplicity, a weight of unity is selected for the entire displacement vector, which means that the tensor, \( T \), in Eq.(4.14) is set to the identity tensor. In order to be unbiased, the initial guess for the traction field is set to 0. Also, the regularization parameter for the following results in this paper was obtained by solving the inverse problem with different values of the regularization parameter, and plotting the variation of displacement mismatch term as a function of the regularization parameter (the so-called L-curve [248]). See Figure 4.1, for the L-curve for a typical case considered in this study. The quasi-Newton iterations were considered “converged” when the relative change in the displacement matching term over the last five iterations was smaller than \(1 \times 10^{-8}\).
4.4.1 Microglial cell model

The 3D model of the microglial cell (see Figure 4.2a) is reconstructed through a set of pictures of z-stack microscopy (image courtesy of Sebastian Rhode at Carl Zeiss Microscopy and Sabine Scheibe) with ImageJ [249] and meshed with Simmodeler (Simmertrix.Inc, New York, US). The cell is about $20 \mu m \times 20 \mu m \times 15 \mu m$ and is contained within a cubical matrix with an edge length of $100 \mu m$. The finite element mesh is comprised of 9,641 vertices and 51,544 tetrahedral elements. Out of these, the vertices that are on the surface of the cell, and beyond a sphere of 50 $\mu m$ diameter, are treated as location without beads. That is the displacement field from these locations is not used in solving the inverse problem. This gives us a total of 7,023 bead locations to work with. The exclusion of other locations helps us in avoiding the “inverse crime” of using all the forward data in the inverse problem. It is also consistent with the experimental protocol where most of the beads that are close to the cell are tracked [250]. We note that the number of beads considered in this study is comparable to experiments [144] and is much more than some of the state-of-the-art cell traction recovery algorithms can handle [223],[229].

In the numerical experiments reported here, the shear modulus, $\mu$, of the matrix is set to either 400 Pa or 600 Pa. The values lie within the range of commonly
Figure 4.2: Microglial cell: (a) Mesh on the exterior surface and the cell-matrix interface. Results of the simulated forward problem on the deformed surface with $\gamma = 1$. (b) Arrows display the traction field (in kPa), and the deformed surface is colored by the displacement magnitude in $\mu m$. (c) The first principal component of the Green-Lagrange strain tensor. (d) Distribution of the strain at the bead locations as a function of distance from the center.

used experimental hydrogels, extracellular matrices and real tissues [144],[251],[252]. The dimensionless nonlinear parameter, $\gamma$, in the modified Blatz model is set to either
1 or 5. With $\gamma = 1$ the material behaves linearly up to about 100% strain, and with $\gamma = 5$ it starts to deviate from linear behavior at about 15% strain [110]. All six surfaces of the box are assumed fixed in the $x$, $y$ and $z$ directions ($u_x = u_y = u_z = 0$).

As shown in Figure 4.2b, the traction field is applied such that it is maximum along the two protrusions of the cell, and is smoothly interpolated between these regions. The direction of the traction field is roughly pointed to the center of the cell. This loading condition simulates the contraction of the matrix close to the cell after the cell is lysed with detergent [144].

In the following sections, we consider the effect of material and geometric nonlinearity in recovering the traction vector field. In the first section, we set $\gamma = 1$ so that within the range of strains considered, the matrix behaves like a linear elastic solid. Thereafter, we consider $\gamma = 5$, where the material displays a nonlinear elastic response. We note that while gelatin substrates tend to be linear elastic for large values of strain, gelatin-agar substrates display nonlinear elastic behavior at relatively small ($\approx 15\%$) strains [227].

**Linear material ($\gamma = 1$)**

The shear modulus for the matrix is set to 400 Pa. In Figure 4.2b, we observe that the largest tractions are applied at the tips of the cell, and the magnitude drops as we approach the center of the cell. The traction pulls each arm of the cell toward the center of the cell. The resulting displacement fields are maximum at the tip of the arms, and at the connections between arms and the rest of the cell. Significant strains are generated on the cell-matrix interface, and are illustrated in Figures 4.2c, where we have plotted the first principal component of the Green-Lagrange strain tensor. We note that this strain ranges from about 50% to 90% on the arms - Figure 4.2d. The large strain indicates that the use of a linear measure of strain is inappropriate for this problem.

For each set of “measured” displacements (with 1% and without noise), the traction field was reconstructed using either a finite strain or an infinitesimal strain model. The resulting traction vector fields are shown in Figure 4.3. We observe that while the spatial variation of these fields is very similar, their magnitudes are
significantly different. This is made clear by computing the error, $e(h)$, in the reconstructed traction field (see Figure 4.4). For the no-noise case with the finite strain model, this error is 4.23%, and with the infinitesimal strain model it is 12.7% (regularization parameters = 0.0001 and 1, respectively). When 1% noise is added to the displacements, the error is 12.75% for the finite strain model, and 20.7% for the infinitesimal strain model (regularization parameters = 5 and 10, respectively). The difference between these two errors, which is around 8%, is therefore the error incurred in incorrectly making the infinitesimal strain assumption. Here we note that the infinitesimal strain assumption is often made [140], [144], [221]–[223], [229].

Figure 4.1 displays the L-curve for the case with finite deformation and 1% noise as a typical curve for the cases considered in this paper. According to [248], the value of the regularization parameters at the point of largest curvature is the “optimal” regularization parameter. For the example considered in this curve, this corresponds to $\alpha = 5$ (circled in blue in Figure 4.1). We use this approach to find the regularization parameters for all cases in this paper. For the sake of brevity, we do not show all the L-curve plots.

**Nonlinear material ($\gamma = 5$)**

In this case when solving the forward problem, in order to generate the “measured” data, the shear modulus for the matrix is set to 600 Pa, and the nonlinear parameter is set to $\gamma = 5$. The traction field is identical to the $\gamma = 1$ case described above. The traction field and the displacement magnitude are shown in Figure 4.5. We observe that when compared with the linear elastic case, the displacement for this case is smaller. In examining the image for the principal component of the Green-Lagrange strain, we observe that the maximum strain is also much smaller (approximately 40% as opposed to 90%). This is attributed to the higher shear modulus and the larger values of the nonlinear parameter in this case. This leads to a large value of the tangent modulus for the matrix, particularly at large values of strain. Given that the traction vector field for the two cases is the same, a larger elastic tangent modulus implies a small overall strain.

Once again two cases were considered: one with no noise and one with 1%
Figure 4.3: Results of the inverse analysis for the microglial cell on the deformed surface with $\gamma = 1$. Arrows display the recovered traction field (in kPa), and the deformed surface is colored by the recovered displacement magnitude in $\mu$m. (a) Solution with nonlinear effects and 0% noise. (b) Solution with nonlinear effects and 1% noise. (c) Solution without nonlinear effects and 0% noise. (d) Solution without nonlinear effects and 1% noise.

noise. For each case, two inverse problems were solved. In one problem, the matrix deformation was treated with a finite strain theory and the appropriate nonlinear
elastic model was utilized. In the second problem, the deformation was incorrectly treated as linear elastic, and an infinitesimal strain model was used. The resulting traction vectors are shown in Figure 4.6. The spatial distribution of these fields is very close to the “exact” traction field, however their magnitudes are different. Their departures from the applied traction field are quantified in Figure 4.4. In the no-noise case, the errors, when using the finite strain and infinitesimal strain models, are 4.5% and 14.76%, respectively (regularization parameter = 0.0001 and 1, respectively). The difference between the two is significant. For the 1% noise case, the corresponding errors are 18.66% and 27.23% (regularization parameter = 5 and 10, respectively), and the difference is around 9%. Once again we observe that the model error, that is the error associated with assuming an incorrect model in the inverse problem, is significant.

4.4.2 Neuronal cell model

As the second example, the geometry of a multi-polar neuronal cell is considered (see Figure 4.7a). Recently, there has been significant interest in understanding the traction exerted by these cells [253], [254]. The size of the neuronal cell is about $10 \mu m \times 10 \mu m \times 10 \mu m$, and it is contained within a cube of length $80 \mu m$. The unstructured mesh for this configuration consists of 54,587 elements with 10,673 vertices. Out of these, 6,971 are treated as tracked beads (that is the displacement at
Figure 4.5: Results of the simulated forward problem for the microglial cell model on the deformed surface with $\gamma = 5$. (a) Arrows display the traction field (in kPa), and the deformed surface is colored by the displacement magnitude in $\mu m$. (b) The first principal component of the Green-Lagrange strain tensor. (c) Distribution of the strain at the bead locations as a function of distance from the center.

As shown in Figure 4.7b, the traction field is selected such that its magnitude
Figure 4.6: Results of the inverse analysis for the microglial cell on the deformed surface with $\gamma = 5$. Arrows display the recovered traction field (in kPa), and the deformed surface is colored by the recovered displacement magnitude in $\mu$m. (a) Solution with nonlinear effects and 0% noise. (b) Solution with nonlinear effects and 1% noise. (c) Solution without nonlinear effects and 0% noise. (d) Solution without nonlinear effects and 1% noise.

is largest along the arms of the cell and smoothly reduces towards the center. In addition, the traction vector is pointed inward toward the center of the cell. Similar
Figure 4.7: Neuronal cell: (a) Mesh on the exterior surface and the cell-matrix interface. Results of the simulated forward problem on the deformed surface with $\gamma = 1$. (b) Arrows display the traction field (in kPa), and the deformed surface is colored by the displacement magnitude in $\mu$m. (c) The first principal component of the Green-Lagrange strain tensor. (d) Distribution of the strain at the bead locations as a function of distance from the center.

to the first example, this loading condition also simulates the contraction of the matrix close to the cell after the cell is lysed with detergent [144].
Linear material ($\gamma = 1$)

In Figure 4.7c, we observe that the largest strain occurs at the dendritic ends of the cell, and pulls the dendrites toward the center of the cell body. Significant strains (50% to 90% along the dendrites) are generated at the cell-matrix surface, and are illustrated in Figure 4.7d, where we have plotted the first principal component of the Green-Lagrange strain tensor.

When solving the inverse problem, we use displacements with no noise and 1% noise, and then either use a finite strain or an infinitesimal strain model. The recovered traction vector fields appear similar, and are shown in Figure 4.8. However, their magnitudes are different. In Figure 4.9, we quantify this by evaluating the error ($e(h)$) in the traction field for each case. For “measured” displacement with no noise, this error is 0.5% for the finite strain model, and 16.93% for the infinitesimal strain model (regularization parameters $= 1 \times 10^{-7}$ and 0.1, respectively). For “measured” displacement with 1% noise, the error for the finite strain model grows to 26.41%, and that for the infinitesimal strain model is 34.78% (regularization parameters $= 0.5$ and 1, respectively). The difference between these errors is the penalty associated with invoking the infinitesimal strain assumption.

Nonlinear material ($\gamma = 5$)

The problem described above is repeated with the nonlinear parameter now set to 5. This means that the matrix now stiffens with increasing strain, and given that the traction field is unchanged, it strains less in response to the traction exerted by the cell. This can be seen by examining Figures 4.10a and 4.10b where we have plotted the displacement magnitude and the principal component of the Green-Lagrange strain tensor on the cell-matrix interface.

Once again displacement fields with no noise and with 1% noise are considered, and when solving the inverse problem, a finite strain model (with the appropriate nonlinear elastic response) and an infinitesimal strain model (with a linear elastic response) is used. This is done to quantify the effect of noise and modeling assumptions in solving the inverse problem. In all cases, we observe that the spatial distributions of the traction vector is recovered with remarkable accuracy (see Figure
Figure 4.8: Results of the inverse analysis for the neuronal cell on the deformed surface with $\gamma = 1$. Arrows display the recovered traction field (in kPa), and the deformed surface is colored by the recovered displacement magnitude in $\mu$m. (a) Solution with nonlinear effects and 0% noise. (b) Solution with nonlinear effects and 1% noise. (c) Solution without nonlinear effects and 0% noise. (d) Solution without nonlinear effects and 1% noise.

4.11, regularization parameter $= 1 \times 10^{-7}$, 0.5, 0.1 and 1, respectively). However, the magnitude of the traction, and consequently the error in the reconstruction (see
Figure 4.9: Error summary for the neuron cell model.

Figure 4.9), is sensitive to both displacement noise, and model selection. When there is no noise, the contribution of the model error is greater than 20%, and with 1% noise it drops to around 8%.

4.4.3 Discussion

We have selected the microglial and neuron cells as examples because of their biomedical relevance, and also because of their distinct shapes. While the microglial cell has a relatively smooth shape with very few protrusions, the shape of the neuron is much more complicated with several dendritic structures. We note that in both cases our algorithm could be applied successfully. However, for the no-noise cases the tractions for the neuron cell were recovered with almost no error, whereas for the microglial cell they were recovered to around 4% error. There are several possible explanations for this difference. First, the magnitude of tractions applied to the microglial cell is about two times that of the tractions applied to the neuron, and in both cases the inverse problem begins with a zero initial guess. Consequently, for the microglial cell quasi-Newton algorithm has to cover a larger range in order to achieve the exact value. Also the dendritic shape of the neuron implies that there are many more local regions where the strains are large and these regions are sampled by the tracking beads. This could imply that the measured displacement field for the neuron carries a “stronger” imprint of the traction field making the
Figure 4.10: Results of the simulated forward problem for the neuronal cell model on the deformed surface with $\gamma = 5$. (a) Arrows display the traction field (in kPa), and the deformed surface is colored by the displacement magnitude in $\mu$m. (b) The first principal component of the Green-Lagrange strain tensor. (c) Distribution of the strain at the bead locations as a function of distance from the center.

In biomechanics applications, often the tractions measured are used to determine average quantities such as the contractile moment of the cell, or the net strain energy in the gel. We may conjecture how the proposed method would perform in evaluating these quantities. We note that the contractile moment is a linear functional of the traction field. Thus we would expect that error observed in this quantity would be similar to the error observed in the traction field. On the other
Figure 4.11: Results of the inverse analysis for the neuronal cell on the deformed surface with $\gamma = 5$. Arrows display the recovered traction field (in kPa), and the deformed surface is colored by the recovered displacement magnitude in $\mu$m. (a) Solution with nonlinear effects and 0% noise. (b) Solution with nonlinear effects and 1% noise. (c) Solution without nonlinear effects and 0% noise. (d) Solution without nonlinear effects and 1% noise.

(hand, the strain energy in the gel may be evaluated by computing the work done by the cell on the gel. That is the integral $\int_{\Gamma} h \cdot \mathbf{u} d\Gamma$. In this integral, $h$ is the
reconstructed traction field, and \( \mathbf{u} \) is the estimated displacement on the interface. It is reasonable to expect that if the recovered traction is underestimated by a certain fraction, then the recovered displacement will also be underestimated by the same factor. Then roughly speaking, the integral, which involves the product of these quantities, will be underestimated by two times this factor. In this case the importance of including nonlinear elastic effects will be even more significant.

4.5 Applications to experimental data

In this section, we apply the algorithm to the experimentally-measured data on human umbilical vein endothelial cells (HUVECs) cultured in hydrogels (data courtesy of Christopher Chen at Boston University). It is noted that only the results with linear elasticity are presented. The above-mentioned algorithm with nonlinear elasticity does not directly apply to this data, since the actual scenario poses some additional complexities that are discussed below.

4.5.1 Demonstration of feasibility with linear elasticity

There is a significant interest in the link between cell-generated forces and the mechanical properties of its micro-environment [23]–[28]. In this section, traction recovery with linear elasticity is applied to HUVECs in hydrogels with different stiffness. In [27], Baker et al. devised with innovative synthetic fibrillar materials to demonstrate that cells grow very differently in 3D fiber networks or collagen matrices from those on 2D hydrogels surfaces. It is thus valuable to measure cell-generated forces in 3D matrices. However, performing TFM on cells embedded in fiber networks and collagen matrices is computationally demanding due to their complicated 3D structures. Therefore, observing and computing tractions of cells in 3D hydrogels can be a first step. This section provides a preliminary study on how cells’ traction vary with stiff and soft hydrogels. Since only two cases (one with stiff hydrogel and the other with soft hydrogel) are presented, we do not intend to interpret the results in a more general sense biologically, but rather try to demonstrate the feasibility of our algorithm in solving actual problems.

The initial shear modulus (within linear regime) of the hydrogel is determined
experimentally with a rheometer-based test to be 780 Pa and 67 Pa for the stiff and soft hydrogels, respectively. Figures 4.12(a)(c) display the mesh for the hydrogel and the cell surface with dimensions of about $40 \mu m \times 40 \mu m \times 30 \mu m$ for the stiff hydrogel case. Figure 4.12(b) shows the measured displacement field from the fluorescent beads. After employing the above-mentioned algorithm with linear elasticity, we are able to recover the traction field on the cell surface and the predicted displacement field on all mesh nodes. The recovered traction field and predicted displacement of the cell surface can be seen in Figure 4.12(d). Figure 4.12(e) shows the predicted displacement field of the fluorescent beads. The good agreement between the measured displacement in Figure 4.12(b) and the predicted displacement in Figure 4.12(e) demonstrates the ability method to match the measured data. In Figure 4.12(f), we have shown the largest eigenvalue associated with the Green-Lagrange strain on the surface of the cell. We observe in most locations this strain is upwards of 50%. Our algorithm works equally well for the soft hydrogel case and the results are shown in Figure 4.13. For both cases, iso2mesh developed by Fang et al. [255] is used for mesh generation and there are more than 100,000 tetrahedral elements and about 9,000 optimization variables, i.e. three times of the number of nodes on the cell surface. The mesh is generated by constraining vertices exactly on fluorescent beads, which avoids displacement field interpolation from beads to mesh vertices. One thing worth noting is that in Figure 4.13, the Green-Lagrange strain on most of the cell surface is well beyond 100%. The huge strain in both cases implies the need of finite deformation theory. However, there are some challenges when applying our algorithm with nonlinear elasticity directly to these data. The challenges are elaborated in the following section.

4.5.2 Illustration of challenges in nonlinear elasticity

Large deformation

In Figure 4.13(d) and (f), the significant displacement and strain indicate the considerable deformation of cell. Although the deformation can be smaller considering nonlinear effects of the hydrogel, the deformation might still be too large to be handled without techniques such as re-meshing or the use of arbitrary Lagrangian
Figure 4.12: TFM with linear elasticity of a HUVEC in the stiff hydrogel ($\mu = 780$ Pa). (a) and (c) display the mesh and dimensions. (b) and (e) display the measured and predicted displacement fields of the tracking beads. (d) shows the recovered tractions in arrows and predicted displacement of the cell surface shaded in rainbow colors. (f) shows the principal Green-Lagrange strain on the surface of the cell.

Eulerian (ALE) formulation. Both techniques can effectively solve the problem of over-distorted element in large deformation [256], [257]. The implementation of either of these is a significant step and will be considered as the next step of this research topic.

Unknown reference configuration

One fact that is easy to overlook, and yet is critical in the nonlinear case, is that in this study cell geometry extracted from the z-stack images of the confocal laser scanning microscopy (CLSM) is in the deformed configuration. Since in elasticity
Figure 4.13: TFM with linear elasticity of a HUVEC in the soft hydrogel ($\mu = 67$ Pa). (a) and (c) display the mesh and dimensions. (b) and (e) display the measured and predicted displacement fields of the tracking beads. (d) shows the recovered tractions in arrows and predicted displacement of the cell surface shaded in rainbow colors. (f) shows the principal Green-Lagrange strain on the surface of the cell.

we typically deal with the undeformed shape in the stress-free state, our above-mentioned algorithm cannot be directly applied to the deformed shape. We also note the the undeformed cell geometry is not available because the cell surface loses fluorescence after lysing, which makes it cumbersome to extract the geometry from the z-stack images. Therefore, we are given the deformed configuration and seeking the reference configuration. The seminal work from Govindjee et al. shows the well-posedness of this problem and demonstrates examples in 2D for compressible and quasi-incompressible materials in finite deformation [258], [259]. We implemented
their algorithm but found out that the convergence is erratic. This could be due to the very complex geometry of the problem of interest, or the very large strains, or likely both of these factors. The extension of this approach to account for these factors is another interesting topic for future research.

4.6 Summary

Traction force microscopy is an important technique that is used to quantify tractions at the cell-matrix interface. It works by measuring the motion of embedded micro-beads in response to cellular tractions and using this information to infer the traction field. In this manuscript we have posed TFM as an inverse problem, and solved it using a constrained minimization algorithm. In doing so we have accounted for the three-dimensional nature of the problem, the complex geometry of the cell, and the finite-strain and nonlinear elastic behavior of the matrix. Through the use of a quasi-Newton algorithm, a carefully derived adjoint problem, and a novel continuation strategy, we have developed and implemented algorithms that efficiently utilize data from a large number of tracking beads ($\approx 10^4$) and reconstruct traction vectors on a well-resolved surface mesh ($\approx 10^3 - 10^4$ grid points).

We have applied these algorithms to in-silico problems with realistic geometric models of microglial and neuronal cells and conclude that the proposed algorithms are able to accurately recover the traction fields. We have also tested the effect of measurement noise on the proposed methods, and examined the error incurred by not including nonlinear effects when solving the TFM problem. We conclude that the error in the recovered traction field is sensitive to noise in the measured displacements, and to neglecting nonlinear effects in the TFM problem. We also demonstrate the feasibility of our algorithm by applying it to in-vitro problems with linear elasticity and explain the challenges about directly applying our algorithm to the in-vitro problems with nonlinear elasticity.
CHAPTER 5
Conclusions and Future Work

This thesis tackles two crucial aspects centered around biomechanics and mechanobiology - quantifying mechanical properties of tissues and evaluating tractions exerted by cells. Both problems are posed as PDE-constrained optimization problems given displacement fields measured by various imaging modalities, including optical coherence tomography (OCT) and confocal laser scanning microscopy (CLSM).

5.1 Conclusions

Since tissue mechanical properties are tightly related to the pathological development, quantifying these properties can provide complementary perspectives to conventional understanding, detection, diagnosis and therapeutic monitoring of diseases. We address this need by developing and applying a scheme that recovers the spatial distribution of soft tissue shear modulus with high spatial resolution. With displacement fields calculated from the OCT data and a mechanically well-defined calibration layer, the accurate spatial map of the specimens’ shear modulus is recovered iteratively using an optimization-based strategy. To achieve the high resolution with reasonable computation resources, we utilize two distinct techniques - adaptive mesh refinement and domain decomposition. Through the former technique, mesh grids are refined in regions with high shear modulus gradients. Through the latter technique, multiple realizations of the original problem with distinct meshes are generated. Each realization has a fine well-resolved mesh in a small subdomain, and a coarse mesh everywhere else. These distinct realizations are then solved independently of each other with no communication between each solution. We validate our biomechanical imaging (BMI) scheme in 2D and 3D on tissue-mimicking phantoms of different stiffness, sizes and shapes against experimental data. Moreover, with our scheme, we are able to recover the three-dimensional spatial distribution of the shear modulus of one malignant breast tumor tissue \textit{ex vivo} as well as to identify the regions of necrosis. We are also able to recover the mechanically distinct properties
of sweat glands in 3D by recovering the shear modulus distribution of fingertip tissue \textit{in vivo}. In all cases, superior results are observed comparing to the widely used simplified methods where the stress is assumed constant either in all three directions or in the depth direction.

Cell-generated tractions are related to many critical biological processes, including stem cell differentiation and cancer cell metastasis. Cell traction force microscopy (TFM) provides an effective way to evaluate cell-generated tractions at the sub-cellular level. We propose an efficient adjoint-based inversion algorithm that infers the tractions exerted by a cell embedded in the three-dimensional extracellular matrix. Through \textit{in-silico} data with real cell geometries, we validate the algorithm and quantify the error when linear elasticity is inappropriately assumed under large deformation. Furthermore, the applicability of the algorithm with linear elasticity is demonstrated on \textit{in-vitro} data, human umbilical vein endothelial cells (HUVECs) in three-dimensional stiff and soft hydrogels. The challenges in directly applying our algorithm with nonlinear elasticity are explained.

5.2 Future work

From the successful applications of our BMI algorithm on data collected by ultrasound [11],[92],[114],[115] and OCT (Chapter 2 and 3), it is not hard to see that our algorithm is independent of imaging modalities. As long as the displacement field is given and the load is applied in a quasi-static manner, our algorithm is able to recover the shear modulus distribution of the specimen. Therefore, we are actively trying to apply our algorithm to data measured by different modalities, such as photoacoustic imaging, confocal microscopy and stimulated emission depletion (STED) microscopy. In these areas, BMI is not well explored yet.

With the high-resolution imaging modalities, it is possible to quantify how cell motion changes the stiffness of the micro-environment as well as to explore the relation between cell-generated forces and the mechanical properties of the micro-environment. However, as the resolution steps into subcellular level, assuming that the surrounding material is a homogeneous continuum can lead to incorrect inferences especially when the scale of the collagen fibers in extracellular matrices
becomes comparable with cell size. This requires more advanced simulation techniques such as using non-continuum material model, where fibers can be modeled as truss elements [260] or beam elements.

When compared with quasi-static BMI where the load needs to be applied very slowly, a less operator-dependent BMI option is to consider the dynamic case - transient BMI where the inertia term plays an important role. As noted in Section 1.2.2.2, solving the time-dependent PDE is a very challenging problem. Apart from using massively parallel computation codes, it is possible to solve the problem in Fourier domain at different frequencies, in which way only multiple Helmholtz equations need to be solved at different frequencies separately. In addition to that, due to the wave-like nature of the solutions to the time-dependent problem, using wavelet basis to compress the solution can be a possible way to tackle the challenge of very large memory requirements. Further, the need of modeling of the domain outside the region of interest can be tackled using techniques that do not require boundary conditions in solving the forward problem [261]. Since no boundary condition is needed, this idea can be further extended to parallelizing the solution of this problem with minimal communication.

As elaborated in Section 4.5.2, there are a couple of challenges that need to be overcome before our nonlinear elasticity TFM can be applied to experimental cell TFM data. According to literature, the challenge of large deformation can be solved with adaptive re-meshing or arbitrary Lagrangian Eulerian formulation [256], [257] and the challenge of unknown reference configuration can be solved with a inverse elastostatic formulation [258], [259]. These methods are to be carefully analyzed and implemented for the cell TFM problem.

In this thesis we have solved the BMI and the TFM problems using the same PDE-constrained optimization framework implemented in a single code - NonLinear Adjoint Coefficient Estimator (NLACE). The code is written in FORTRAN, parallelized with OpenMP on shared-memory machines and runs on Linux. As problems becomes larger, it will be necessary to parallelize NLACE on distributed-memory machines on high performance computers using MPI and OpenMP parallelization. A straightforward way to implement this is to use FEniCS - a popular computing
platform that can generate automated solution of differential equations by the finite element method [262]. Using libraries from FEniCS, parallelism and cross-platform performance are inherently taken care of. Ultimately, the hope is to develop a friendly toolkit that can be used at experimentalists’ disposal with minimal interference from computational researchers.

Since both BMI and TFM deal with experimental data and all experimental data are more or less affected by noise, it is essential to supply results with different confidence level. This is especially so considering diseases diagnosis with BMI clinically. Rather than finding the probability distribution of the solution, computing the expectation and variance can be a first step. The topic related to this is uncertainty quantification (UQ).
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