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Abstract. We examine two discretization schemes for solving a pair of parabolic problems with significantly different spatial and temporal scales that are coupled through a common interface: a mixed finite element method which uses a rigorous mortar element technique in both space and time for coupling and a finite volume method which employs popular ad hoc projections for coupling. We derive a posteriori error estimates to quantify the distinct sources of error for both methods as well as discuss implementation of the estimates. The estimates include expressions that quantify the effects of using a finite number of iterations when solving the discrete equations yielding the approximations. We use the estimates to investigate the consequences of particular discretization choices on the accuracy of the computations.
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1. Introduction. In a common class of multiscale, multiphysics problems, two physical processes with distinct spatial and temporal scales are posed in neighboring subdomains and their solutions are coupled by continuity of state and normal flux through their shared boundary. Examples include general problems of the heterogeneous domain decomposition type [30, 23, 6], core-edge plasma simulations of a tokamak fusion experiment [10, 11], and conjugate heat transfer between a fluid and solid object [19, 20, 21].

Significant differences in spatial and temporal scales indicate the use of different discretization grids and time steps in the two subdomains, which raises the problem of transferring...
the coupling quantities between the different discretizations [19, 20, 21, 22]. Moreover, the discrete systems yielding the approximate solution are difficult to solve and generally require an iterative approach. Often, decisions regarding the numerical solution of such coupled systems are made largely based on considerations of data structures, parallel computing, and properties of legacy codes rather than achieving optimal convergence [29]. This is rationalized by assuming that for coupled parabolic problems, coupling has minimal impact on the stability and accuracy and accuracy can be maintained even when iterative solvers stop well short of convergence.

In fact, the choice of coupling method, iterative solution technique, and the number of iterations employed all have a strong impact on the accuracy and stability of the approximation [29]. In our experience, numerical error in the solution of coupled systems is nearly always significant. Unfortunately, a priori error analysis generally leads to a pessimistic conclusion that requires either severe time step constraints or a large number of iterations. This provides strong motivation for deriving a posteriori error estimates that accurately quantify the effects of numerical solution of the components, coupling, and finite iteration on accuracy. Moreover, accurate computational error estimation is also a key component of uncertainty quantification for coupled systems because numerical error introduces significant bias in stochastic computations; see, e.g., [16, 17, 9], which present a posteriori error analysis for approximate cumulative distribution functions and \(p\)-quantiles computed from differential equations with stochastic parameters.

In this paper we address the derivation and implementation of a posteriori error estimates for two different discretization schemes for solving a pair of parabolic problems with distinct spatial and temporal scales that are coupled across a common interface. The first is a mixed finite element method using a mortar element technique to couple the subdomains, while the second discretization is a finite volume method using somewhat ad hoc projections to exchange information across the interface. The mortar element approach [8, 31, 1, 5, 3, 24, 2] is based on a rigorous variational formulation to define a weak sense of coupling. The second approach employs “geometric” extrapolation and averaging commonly encountered in practice. We use a posteriori error analysis employing computable residuals, solutions of adjoint problems, and variational analysis to obtain reliably accurate estimates of the error in a given quantity of interest [15, 4, 25, 34, 2, 18, 27].

The analysis in this paper extends [2], which treats these approaches for stationary problems, in order to address coupled nonlinear parabolic problems. To wit, this paper

1. extends the mortar element and “geometric” ad hoc coupling techniques to time dependent problems,
2. formulates two iterative techniques for solving the discrete equations arising at each time step,
3. extends the a posteriori analysis to nonlinear time dependent problems,
4. extends the a posteriori analysis to include the effects arising from finite iteration of these iterative schemes, and
5. addresses issues involved in numerical solution of the adjoint problem.

We use the error estimates to investigate the consequences of particular discretization choices. Since the effects of various spatial discretization choices were thoroughly investigated in [2], we concentrate on the new issues arising due to time discretization.
The spatial domain and definition of normal $\mathbf{n}$ on the interface.

The remainder of this paper is organized as follows. Section 2 introduces the continuous problem, provides details of the two discretization methods, and develops two different iterative methods to solve the resulting discrete systems. Section 3 presents the a posteriori error estimates, and section 4 contains the numerical experiments. Section 5 contains proofs justifying the estimates in section 3. We draw conclusions in section 6.

2. Problem definition and discretization methods. We employ the well-known equivalence between finite volume methods and the mixed finite element method [26, 32, 33] to recast all of the discretizations in the finite element framework. This enables the derivation of a posteriori error estimates and provides a systematic framework for describing geometric approaches to computing coupling values.

2.1. The model problem. We consider a system of second order parabolic partial differential equations (PDEs) posed on a rectangular domain $\Omega = \Omega_L \cup \Omega_R$ consisting of two nonoverlapping rectangular subdomains $\Omega_L$ and $\Omega_R$ that share an interface along a common side $\Gamma_I = \partial \Omega_L \cap \partial \Omega_R$; see Figure 1. The unit normal vector $\mathbf{n}$ on $\Gamma_I$ points from $\Omega_L$ to $\Omega_R$. We let $\Gamma_L = \partial \Omega_L \setminus \Gamma_I$ and $\Gamma_R = \partial \Omega_R \setminus \Gamma_I$ denote the outer boundaries of the subdomains. For simplicity, we assume Dirichlet boundary conditions on $\partial \Omega$ and write out details in the homogeneous case. The results extend to problems with other boundary conditions in a straightforward way.

To define the PDE, we pose source functions $f \in L^2(L^2(\Omega);(0,T])$ and $g \in L^\infty(\mathbb{R})$ and initial data $p_0 \in L^2(\Omega)$. For a function $\varphi$, we use the notation $\varphi_L = \varphi|_{\Omega_L}$ and $\varphi_R = \varphi|_{\Omega_R}$, so the boundary data $d$ is $d_L \in L^2(H^{3/2}(\Gamma_L);(0,T])$ and $d_R \in L^2(H^{3/2}(\Gamma_R);(0,T])$. The coupled system is

\begin{alignat}{3}
\begin{aligned}
a_L^{-1} \mathbf{u}_L + \nabla p_L &= 0, & \quad (x,y) &\in \Omega_L, t \in (0,T], \\
\dot{p}_L + \nabla \cdot \mathbf{u}_L &= f_L + g_L(p_L), & \quad (x,y) &\in \Omega_L, t \in (0,T], \\
p_L &= d_L, & \quad (x,y) &\in \Gamma_L, t \in (0,T], \\
p_L &= p_{0,L}, & \quad (x,y) &\in \Omega_L, t = 0,
\end{aligned}
\end{alignat}

(2.1)

\begin{alignat}{3}
\begin{aligned}
a_R^{-1} \mathbf{u}_R + \nabla p_R &= 0, & \quad (x,y) &\in \Omega_R, t \in (0,T], \\
\dot{p}_R + \nabla \cdot \mathbf{u}_R &= f_R + g_R(p_R), & \quad (x,y) &\in \Omega_R, t \in (0,T], \\
p_R &= d_R, & \quad (x,y) &\in \Gamma_R, t \in (0,T], \\
p_R &= p_{0,R}, & \quad (x,y) &\in \Omega_R, t = 0,
\end{aligned}
\end{alignat}

(2.2)
\[ \begin{aligned}
\xi \equiv p_L = p_R, & \quad (x, y) \in \Gamma, t \in (0, T), \\
\mathbf{n} \cdot (\mathbf{u}_L - \mathbf{u}_R) = 0, & \quad (x, y) \in \Gamma, t \in (0, T),
\end{aligned} \]

where \( a \) is a diagonal diffusion matrix defined as

\[ a_i = \begin{bmatrix} D_i(x, y, t) & 0 \\ 0 & D_i(x, y, t) \end{bmatrix}, \quad i = L, R, \]

with \( D_i \in W^{1, \infty}(\Omega) \) and \( D_i(x, y, t) \geq D_0 > 0 \) for \((x, y, t) \in \Gamma\). So, \( a_i \) is invertible and uniformly coercive. Note that \( \xi \) is the common interface pressure in (2.3). We also assume that \( f, g, d, p_0 \), and \( a \) are continuous in the subdomains.

### 2.2. A variational formulation

We abuse notation slightly to define the \( L^2 \) inner product on \( \Omega \) by restriction to the subdomains, i.e., for functions \( F \) and \( G \) defined on \( \Omega \) with restrictions \( F_i, G_i \) on \( \Omega_i, \ i = L, R \),

\[ (F_i, G_i) = \int_{\Omega_i} F_i(x, y) G_i(x, y) \, dx \, dy, \quad i = L, R. \]

For functions \( F, G \) on boundaries, we define

\[ (F, G)_{\Gamma_i} = \int_{\Gamma_i} F \, G \, ds, \quad i = L, I, R. \]

The weak formulation is as follows: Find \( p_i \in W_i = L^2(\Omega_i; (0, T]), \mathbf{u}_i \in V_i = L^2(H(\text{div}; \Omega_i), (0, T]), \xi \in \Lambda = L^2(H^{1/2}(\Gamma_i), (0, T]), \) \( i = L, R \), satisfying

\[ \int_{0}^{T} (a_i^{-1} \mathbf{u}_L, \mathbf{v}_L) \, dt - \int_{0}^{T} (p_L, \nabla \cdot \mathbf{v}_L) \, dt + \int_{0}^{T} \langle \xi, \mathbf{n} \cdot \mathbf{v}_L \rangle_{\Gamma_i} \, dt = -\int_{0}^{T} \langle d_L, \mathbf{n} \cdot \mathbf{v}_L \rangle_{\Gamma_L} \, dt, \]

\[ \int_{0}^{T} (\mathbf{p}_L, \mathbf{w}_L) \, dt + \int_{0}^{T} (\nabla \cdot \mathbf{u}_L, \mathbf{w}_L) \, dt = \int_{0}^{T} (f_L, \mathbf{w}_L) \, dt + \int_{0}^{T} (g_L p_L, \mathbf{w}_L) \, dt, \]

\[ \int_{0}^{T} (a_i^{-1} \mathbf{u}_R, \mathbf{v}_R) \, dt - \int_{0}^{T} (p_R, \nabla \cdot \mathbf{v}_R) \, dt - \int_{0}^{T} \langle \xi, \mathbf{n} \cdot \mathbf{v}_R \rangle_{\Gamma_i} \, dt = -\int_{0}^{T} \langle d_R, \mathbf{n} \cdot \mathbf{v}_R \rangle_{\Gamma_R} \, dt, \]

\[ \int_{0}^{T} (\mathbf{p}_R, \mathbf{w}_R) \, dt + \int_{0}^{T} (\nabla \cdot \mathbf{u}_R, \mathbf{w}_R) \, dt = \int_{0}^{T} (f_R, \mathbf{w}_R) \, dt + \int_{0}^{T} (g_R p_R, \mathbf{w}_R) \, dt, \]

\[ \int_{0}^{T} \langle \mathbf{n} \cdot (\mathbf{u}_L - \mathbf{u}_R), \nu \rangle_{\Gamma_i} \, dt = 0 \]

for all \((w_i, \mathbf{v}_i, \nu) \in (W_i, V_i, \Lambda), \) \( i = L, R \).

### 2.3. Mortar mixed finite element discretization

It is necessary to devise a coupling scheme to transfer information, e.g., normal flux and states, between the discretizations of the two components. The traditional mortar finite element approach for a stationary problem uses an auxiliary variable supported on the interface to achieve coupling that has certain optimal properties with respect to approximation accuracy. We construct a mortar finite element method in space and time.
We partition $\Omega_i$ by a rectangular grid $T_{hi}$ of nonoverlapping uniform-shaped cells of size $h_i$ such that the union of the cells is $\Omega_i$, $i = L, R$. The discretization grids for $\Omega_L$ and $\Omega_R$ may be different. We construct a grid on $\Gamma_I$ such that the spatial cell width on the interface grid, $h_{\Gamma}$, is twice the cell width of the finer of the two component grids ($h_{\Gamma} = 2 \min\{h_L, h_R\}$).

For each $\Omega_i$, we construct a time discretization of $[0, T]$ into time nodes, with a coarser grid associated with $\Omega_L$ and a finer grid associated with $\Omega_R$ such that each large time step on the coarse grid is divided into an integer number of substeps on the finer grid [28]. The coarse grid time nodes thus act as “synchronization” times. The coarse time step intervals are denoted by $I_k = [t_{k-1}, t_k]$, $k = 1, \ldots, n$. A fractional index is used to denote the subintervals on the fine scale, so that for $j = 1, \ldots, q$ the small subintervals are $I_{k+j/q} = [t_{k-1 + j/q}, t_{k-1 + 1}]$, where $q$ is the number of substeps in each coarse time step. We also associate a discretization of $[0, T]$ with $\Gamma_I$ constructed so that the cell width in time on the interface is twice that of the finer of the two component time steps and is a subdivision of the coarser time discretization.

We suppress the notation for the time steps on the interface. A single time step on the coarse side together with the associated substeps on the fine side and interface is called a composite time step. We illustrate this in Figure 2.

To discretize in space, we use the lowest order Raviart–Thomas finite element space (RT0), in which the discrete scalar unknown $p^h$ is approximated as a constant over each cell, and the components of the discrete vector $u^h$ are approximated by functions that are piecewise linear in one spatial dimension and constant in the other [7, 18]. On the interface, the discrete interface unknown, $\xi^h$, is represented by piecewise discontinuous bilinears on the space-time interface grid cells [1, 3].

To discretize in time, we use the lowest order discontinuous Galerkin finite element space (DG0) [15]. The approximate solution is a piecewise constant function with respect to the time discretization, so the approximate $p$ is specified as $p^h_{L|I_k} = p_{L,k}^h$ and $p^h_{R|I_k+j/q} = p_{L,k+j/q}^h$. The test functions are also piecewise constant with respect to the time discretization. This generally simplifies the evaluation of the time integrals in the weak formulation, except that discontinuities at time nodes yield “jump terms” arising from the time derivative, e.g.,

\[
\int_0^T (\dot{p}_L^h, w) \, dt = \sum_{k=1}^n \int_{t_{k-1}}^{t_k} (\dot{p}_L^h, w) \, dt + \sum_{k=1}^n ([p_{L}^h]_{k-1}, w_{k-1}).
\]
where \([p_k] = p_k^+ - p_k^-, \quad p_k^{+/−} = \lim_{s \to t_k^{+/−}} p(x, s), \quad w_k = w_k^+\). Note that \(\int_{t_{k−1}}^{t_k} (p_L^h, w) \, dt\) vanishes for DG0; however, we keep this term in the weak forms below for generality.

The DG0 method is an implicit method closely related to the backward Euler scheme. The use of implicit schemes for the time solution of each component is common in practice. It is possible to treat explicit schemes; see, e.g., [12]. However, explicit discretization introduces additional effects on stability and accuracy that must be treated in the analysis, and we avoid this here for simplicity.

On the interface, for a finite element partition \(\Delta\) of \([a, b]\), and for \(r = 0, 1, 2, \ldots, \quad q = −1, 0, 1, \ldots, \) we define the piecewise polynomial space

\[
\mathcal{M}_q^r(\Delta) = \{v \in C^q([a, b]) : v \text{ a polynomial of degree } \leq r \text{ on each subinterval of } \Delta\}.
\]

When \(q = −1\), the functions are discontinuous. The space of continuous piecewise bilinear functions is the tensor product \(\mathcal{M}_0^1(\Delta_x) \otimes \mathcal{M}_0^1(\Delta_y)\). The \(RT0 \times DG0\) discrete spaces are

\[
W^h_i = \mathcal{M}_1^0(\Delta_x, i) \otimes \mathcal{M}_1^0(\Delta_y, i) \otimes \mathcal{M}_1^0(\Delta_{l,i}),
\]

\[
V^h_i = [\mathcal{M}_0^1(\Delta_x, i) \otimes \mathcal{M}_1^0(\Delta_y, i) \otimes \mathcal{M}_1^0(\Delta_{l,i})] \times [\mathcal{M}_0^1(\Delta_x, i) \otimes \mathcal{M}_0^1(\Delta_y, i) \otimes \mathcal{M}_1^0(\Delta_{l,i})],
\]

\[
\Lambda^h = \mathcal{M}_1^1(\Delta_{Γ1}) \otimes \mathcal{M}_1^1(\Delta_{Γ1}),
\]

for \(i = L, R\). We suppress the superscript denoting the time interval when writing time integrals. The mortar mixed finite element method reads as follows: For \(k = 1, 2, \ldots, \) compute \(p^h \in W^h_i, \quad u^h_i \in V^h_i, \quad n^h \in Λ^h, \quad i = L, R, \) satisfying

\[
\int_{t_{k−1}}^{t_k} (a_L^− u^h_L, v_L) \, dt - \int_{t_{k−1}}^{t_k} (p^h_L, \nabla \cdot v_L) \, dt + \int_{t_{k−1}}^{t_k} (\xi^h, n \cdot v_L)_{Γ_l} \, dt = -\int_{t_{k−1}}^{t_k} (d_L, n \cdot v_L)_{Γ_L} \, dt,
\]

\[
\int_{t_{k−1}}^{t_k} (p^h_L, w_L) \, dt + \int_{t_{k−1}}^{t_k} (\nabla \cdot u^h_L, w_L) \, dt = \int_{t_{k−1}}^{t_k} (f_L, w_L) \, dt + \int_{t_{k−1}}^{t_k} (g_L(p^h_L), w_L) \, dt,
\]

\[
\sum_{j=1}^{q} \int_{t_{k−1}}^{t_k} (p_R^h, w_R) \, dt + \sum_{j=1}^{q} \int_{t_{k−1}}^{t_k} (p_{R,k−1+\frac{j}{q}}^h, w_{R,k−1+\frac{j}{q}}) \, dt + \int_{t_{k−1}}^{t_k} (\nabla \cdot u^h_R, w_R) \, dt
\]

\[
= \int_{t_{k−1}}^{t_k} (f_R, w_R) \, dt + \int_{t_{k−1}}^{t_k} (g_R(p^h_R), w_R) \, dt,
\]

\[
(2.7) \quad \int_{t_{k−1}}^{t_k} (n \cdot (u^h_L - u^h_R), ν)_{Γ_l} \, dt = 0
\]

for all \((w_L, v_L, ν) \in (W^h_i, V^h_i, Λ^h), \quad i = L, R, \) and the initial condition \(p_0^- = p_0^+\) specified.

We choose bases for the finite element spaces and obtain a nonlinear matrix-vector equation for the corresponding coefficients of the approximate solution. Abusing notation to denote
the vector of coefficients with respect to the space bases by the same variable name (e.g., $p^{h,k}_{L}$ denotes the vector of coefficients), the matrix-vector system can be written in block form. For example, in a discretization with two fine time steps for each coarse time step, we obtain (2.8)

\[
\begin{bmatrix}
M_L & -B_L & 0 & 0 & 0 & 0 & 0 & 0 \\
B_T^L & Z_L & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & M_R & -B_R & 0 & 0 & C_R & 1 \\
0 & 0 & 0 & M_R & -B_R & 0 & 0 & 0 \\
C_L & 0 & C_R_1 & 0 & C_R_2 & 0 & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
u^{h,k+1}_{L} \\
p^{h,k+1}_{L} \\
u^{h,k}_{R} \\
p^{h,k}_{R} \\
u^{h,k+1}_{R} \\
p^{h,k}_{R} \\
\end{bmatrix}
= \begin{bmatrix}
D^{k+1}_L + G_L(p^{h,k+1}_L) + Z_Lp^{h,k}_L \\
F^{k+1}_L + G_R(p^{h,k+1}_L) + Z_Rp^{h,k}_L \\
D^{k+1}_R + G_L(p^{h,k+1}_R) + Z_Rp^{h,k}_R \\
F^{k+1}_R + G_R(p^{h,k+1}_R) + Z_Rp^{h,k}_R \\
0 \\
\end{bmatrix}
\]

Each matrix block corresponds to one of the inner product terms in the weak form. The jump term corresponds to the blocks $Z$. Since there are test functions associated with each substep in time on the right, the block that couples the right component to the interface, $C_R$, appears multiple times.

2.4. Geometrically coupled finite volume discretization. We formulate the finite volume method as a finite element method with special quadrature, as in [18, 2]. We use “geometric coupling” to refer to various schemes for computing coupled quantities derived on heuristic arguments employing only cell values of the approximations. There are many varieties of geometric coupling schemes, and we consider a class that is often encountered in practice. In space, we employ polynomial extrapolation to project state and flux information from one subdomain to the other. In our numerical experiments, we implement both a constant and a linear extrapolation, as in [2]. In time, we consider the scheme in which the approximation values at the end of a composite time step are projected to the other subdomain for use over the entire composite time step. The projection scheme in time is depicted in Figure 3. The projection process in space and time is denoted by the projection operators $P_{R\rightarrow L}(p^h_R)$ and $P_{L\rightarrow R}(p^h_L)$.
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\[ p_i^h \in W_i^h, \ u_i^h \in V_i^h, \ \xi^h \in \Lambda_i^h, \ i = L, R, \text{ satisfying} \]
\[ \int_{t_{k-1}}^{t_k} (\xi^h, \nabla \cdot v_L) \, dt = - \int_{t_{k-1}}^{t_k} \langle d_L, \nabla \cdot v_L \rangle_{\Gamma, M} \, dt, \]
\[ \int_{t_{k-1}}^{t_k} \langle (p_L^h, w_L) \rangle_{\Gamma, M} \, dt + \int_{t_{k-1}}^{t_k} (\xi^h, \nabla \cdot v_L) \, dt \]
\[ \int_{t_{k-1}}^{t_k} (\xi^h, \nabla \cdot v_R) \, dt = - \int_{t_{k-1}}^{t_k} \langle d_R, \nabla \cdot v_R \rangle_{\Gamma, M} \, dt, \]
\[ \sum_{j=1}^{q} \int_{t_{k-1}}^{t_k} \langle (p_R^h, w_R) \rangle_{\Gamma, M} \, dt = \int_{t_{k-1}}^{t_k} (\xi^h, \nabla \cdot v_R) \, dt \]
\[ (2.9) \int_{t_{k-1}}^{t_k} \langle (P_{L \rightarrow R}(p_L^h) - \nabla \cdot u_R^h) \rangle_{\Gamma, M} \, dt = 0 \]

for all \( (w_i, v_i, \nu) \in (W_i^h, V_i^h, \Lambda_i^h), \ i = L, R, \) where the approximate inner product is \( \langle \cdot, \cdot \rangle_{M,T} = (\cdot, \cdot)_{T_x,M_x} + (\cdot, \cdot)_{M_y,T_y}, \) where \( M(\cdot, \cdot) \) and \( T(\cdot, \cdot) \) denote the midpoint and trapezoidal quadrature rules in the \( x \)- and \( y \)-directions as indicated, while \( \langle \cdot, \cdot \rangle_{\Gamma,M} \) denotes the midpoint rule for \( i = L, R. \) These choices make the finite element method equivalent to the finite volume method [18, 32, 33].

The resulting discrete nonlinear equations in a discretization with two fine time steps per coarse time step have the block form
\[ (2.10) \]
Note that since each substep in time on the right could contribute data in the coupling process, the block \( Q_D \) appears multiple times. It is common in practice for only the last substep to contribute, and we follow this practice, as indicated in Figure 3. Therefore in our implementation, \( Q_D \) in \( (2.10) \) is zero.
2.5. Iterative solution. The discretizations in sections 2.3 and 2.4 result in large, sparse, nonlinear systems of equations for the coefficients of the approximate solutions. These systems must be solved with an iterative method in general. Solution methods based on a Newton iteration are favored in situations in which it is desirable to avoid the time step restrictions required for methods based on a simple, linearly convergent fixed point iteration. However, there are a number of possible approaches to construct a solution method that employs Newton iteration, and these approaches may have significantly different properties.

A nominal choice is to apply Newton’s method directly to the fully coupled systems (2.8) or (2.10). However, in many cases the choice of solution method is based on implementation and/or high performance issues. For example, memory constraints may make it infeasible to implement the nominal approach. Another issue in many cases is the use of different codes to solve the different components. In view of these constraints, we discuss two different iterative approaches that require only single component solves.

Reduction of the discrete systems. To facilitate a decoupling of the solution algorithm into component solves, we first eliminate the variables \( u \) and \( \xi \), leaving a system in \( p \) only. The variables \( u \) and \( \xi \) may be recovered from \( p \) if desired.

For simplicity, we show the compression of a simplified finite volume system with no substeps within the composite step. Compression of the mortar system, and systems involving substeps, is carried out in the same way. Beginning with

\[
\begin{bmatrix}
M_L & -B_L & 0 & Q_D & 0 \\
B_L^T & 0 & 0 & 0 & 0 \\
0 & 0 & M_R & -B_R & C_R \\
0 & 0 & B_R^T & 0 & 0 \\
0 & Q_N & C_R^T & 0 & 0
\end{bmatrix}
\begin{bmatrix}
u_L \\
u_R \\
p_L \\
p_R \\
\xi
\end{bmatrix} =
\begin{bmatrix}
D_L \\
X_L(p_L) \\
D_R \\
X_R(p_R) \\
0
\end{bmatrix},
\]

we eliminate \( u \) to get

\[
\begin{bmatrix}
B_L^T M^{-1}_L B_L & -B_L^T M^{-1}_L Q_D & 0 \\
0 & B_R^T M^{-1}_R B_R & -B_R^T M^{-1}_R C_R \\
Q_N & C_R^T M^{-1}_R B_R & -C_R^T M^{-1}_R C_R
\end{bmatrix}
\begin{bmatrix}
p_L \\
p_R \\
\xi
\end{bmatrix} =
\begin{bmatrix}
X_L(p_L) - B_L^T M^{-1}_L D_L \\
X_R(p_R) - B_R^T M^{-1}_R D_R \\
-C_R^T M^{-1}_R D_R
\end{bmatrix}.
\]

Rewriting to simplify the notation, we have

\[
\begin{bmatrix}
G_L & -Z_D & 0 \\
0 & G_R & -H_R \\
Z_N & H_R^T & -K_R
\end{bmatrix}
\begin{bmatrix}
p_L \\
p_R \\
\xi
\end{bmatrix} =
\begin{bmatrix}
R_L(p_L) \\
R_R(p_R) \\
S_R
\end{bmatrix}.
\]

Eliminating \( \xi \) gives

\[
\begin{bmatrix}
G_L & -Z_D & 0 \\
0 & G_R & -H_R \\
-Z_N & G_R - H_R K_R^{-1} H_R^T & -K_R
\end{bmatrix}
\begin{bmatrix}
p_L \\
p_R \\
\xi
\end{bmatrix} =
\begin{bmatrix}
R_L(p_L) \\
R_R(p_R) - H_R K_R^{-1} S_R
\end{bmatrix}.
\]

Simplifying the notation again, we obtain a system in \( p \) with the form

\[
(2.11)
\begin{bmatrix}
\mathcal{A}_L & \mathcal{C}_L \\
\mathcal{C}_R & \mathcal{A}_R
\end{bmatrix}
\begin{bmatrix}
p_L \\
p_R
\end{bmatrix} =
\begin{bmatrix}
\mathcal{F}_L(p_L) \\
\mathcal{F}_R(p_R)
\end{bmatrix},
\]

where \( \mathcal{C}_L \) and \( \mathcal{C}_R \) represent the coupling between the components.
**Picard–Newton iteration.** A common iterative approach to solving (2.11) is to set up the fixed point iteration
\[
(2.12) \quad \begin{bmatrix} A_L & 0 \\ 0 & A_R \end{bmatrix} \begin{bmatrix} p_{L}^{i+1} \\ p_{R}^{i+1} \end{bmatrix} = \begin{bmatrix} 0 & -C_L \\ -C_R & 0 \end{bmatrix} \begin{bmatrix} p_{L}^{i} \\ p_{R}^{i} \end{bmatrix} + \begin{bmatrix} F_L(p_L) \\ F_R(p_R) \end{bmatrix}.
\]

The coupling rules are used to swap data between the subdomains, and the resulting single component systems can be independently solved with Newton’s method. This means that the “outer” iteration is a simple, linearly convergent fixed point iteration and the “inner” iteration is Newton’s method on the components. We refer to this iteration as the Picard–Newton iteration.

An advantage of this approach is that it is easy to implement and requires minimal communication between the components. Assuming the outer fixed point iteration is convergent, this method produces the implicitly coupled solution in the limit of iteration. In practice, the outer iteration is often performed for a relatively small number of iterations. In that case, iterating the inner Newton method to convergence does not produce the implicitly coupled approximate solution. For example, during the first step of the outer fixed point iteration, Newton’s method is being used to solve component problems with outdated interface data, so converging Newton’s method means only that component problems with incorrect interface data are solved exactly. A consequence is that incomplete iteration introduces error into the approximate solution that is carried into the next time step.

**Newton–Picard iteration.** The second approach employs Newton’s method directly on (2.11) but applies a simple fixed point iteration to solve the linear system that arises at each step of Newton’s method. The linear system to be solved at each step of Newton’s method has the form
\[
(2.13) \quad \begin{bmatrix} J_L & C_L \\ C_R & J_R \end{bmatrix} \begin{bmatrix} \delta_L \\ \delta_R \end{bmatrix} = \begin{bmatrix} A_{LPL} + C_{LPR} - F_L(p_L) \\ A_{RPR} + C_{RPL} - F_R(p_R) \end{bmatrix}.
\]

The simple fixed point iteration has the form
\[
(2.14) \quad \begin{bmatrix} J_L & 0 \\ 0 & J_R \end{bmatrix} \begin{bmatrix} \delta_L^i \\ \delta_R^i \end{bmatrix} = \begin{bmatrix} A_{LPL} + C_{LPR} - F_L(p_L) \\ A_{RPR} + C_{RPL} - F_R(p_R) \end{bmatrix} - \begin{bmatrix} 0 & A_L \\ A_R & 0 \end{bmatrix} \begin{bmatrix} \delta_L^{i-1} \\ \delta_R^{i-1} \end{bmatrix}.
\]

We call this the Newton–Picard iteration. In this approach, the outer iteration is Newton’s method while the inner iteration is a simple fixed point iteration. The advantage of this approach is that the faster convergence of Newton’s method could lead to fewer iterations of the entire system. However, since information is exchanged between the components at each inner iteration, the Picard–Newton iteration requires more frequent communication than the Newton–Picard iteration. Moreover, if relatively few inner fixed point iterations are performed, then the linear equations for Newton’s method are not being solved very accurately, which decreases the rate of convergence of the outer Newton iteration.

**General comments.** Many commonly encountered coupling schemes can be reduced/reformulated to be either a Picard–Newton or a Newton–Picard approach with minor modification. The a posteriori analysis carried out below can be extended to such variations with minor changes. The general approach to the analysis can also be extended to other coupling schemes.
3. **A posteriori error analysis.** We next derive accurate a posteriori error estimates for a specified quantity of interest determined as a linear functional. With errors $e_{p_i} = p_i - p^h_i$, $e_{u_i} = u_i - u^h_i$, and $e_\xi = \xi - \xi^h$, for $i = L,R$, the error to be estimated is

\[ \mathcal{E} = \int_0^T (e_{u_L}, \psi_{u_L}) dt + \int_0^T (e_{p_L}, \psi_{p_L}) dt + \int_0^T (e_{u_R}, \psi_{u_R}) dt + \int_0^T (e_{p_R}, \psi_{p_R}) dt \]

\[ + \int_0^T \langle e_\xi, \psi_\xi \rangle_{\Gamma_I} dt + (e_{p_L}(T), \psi_{T_L}) + (e_{p_R}(T), \psi_{T_R}) \]

for a specified $\psi = (\psi_{u_L}, \psi_{p_L}, \psi_{u_R}, \psi_{p_R}, \psi_\xi, \psi_{T_L}, \psi_{T_R})$ determining the quantity of interest, such as a weighted average over the domain, the value in a localized region of the domain, or an approximate normal flux across a curve.

To define an adjoint problem, we employ the standard linearization obtained from the integral form of Taylor’s theorem,

\[ g'(p,p^h) = \int_0^1 g'(sp + (1-s)p^h) ds, \]

so $g'(p,p^h)e_p = g(p) - g(p^h)$. Since $a$ is symmetric, the adjoint problem reads as

\[ \begin{aligned}
    & a_L^{-1} \phi_L - \nabla \zeta_L = \psi_{u_L}, \\
    & - \zeta_L - \nabla \cdot \phi_L - g'_L(p^h)p^h_t \zeta_L = \psi_{p_L}, \\
    & \zeta_L = 0, \\
    & \zeta_L = \psi_{T_L}, \\
    & a_R^{-1} \phi_R - \nabla \zeta_R = \psi_{u_R}, \\
    & - \zeta_R - \nabla \cdot \phi_R - g'_R(p^h)p^h_t \zeta_R = \psi_{p_R}, \\
    & \zeta_R = 0, \\
    & \zeta_R = \psi_{T_R}, \\
    & \beta \equiv \zeta_L = \zeta_R, \\
    & n \cdot (\phi_L - \phi_R) = \psi_\xi,
\end{aligned} \]

(3.2)

(3.3)

(3.4)

There are a number of residuals that are employed in the estimate. We first define some residuals common to all discretizations,

\[ R_{u_L} = -a_L^{-1}u^h_L - \nabla p^h_L, \quad R_{u_R} = -a_R^{-1}u^h_R - \nabla p^h_R, \quad R_\xi = n \cdot (u^h_L - u^h_R), \]

\[ R_{p_L} = f_L + g_L(p^h_L) - \nabla \cdot u^h_L + \dot{p}^h_L, \quad R_{p_R} = f_R + g_R(p^h_R) - \nabla \cdot u^h_R + \dot{p}^h_R. \]

(3.5)

For the geometric coupling method, we use the additional residuals,

\[ R_{\text{proj } p} = P_{R \rightarrow L}(p^h_R) - \zeta^h, \quad R_{\text{proj } u} = n \cdot u^h_L - P_{L \rightarrow R}(p^h_L). \]

(3.6)
We introduce projection operators that map into the finite element space of the discrete forward solution, i.e.,

\[
P_L^h : L^2(\Omega_L, (0, T)) \rightarrow W_L^h, \quad P_R^h : L^2(\Omega_R, (0, T)) \rightarrow W_R^h, \\
\Pi_L^h : L^2((L^2(\Omega_L))^2, (0, T)) \rightarrow V_L^h, \quad \Pi_R^h : L^2((L^2(\Omega_R))^2, (0, T)) \rightarrow V_R^h, \\
Z^h : L^2(\Gamma_I, (0, T)) \rightarrow \Lambda^h.
\]

We assume these projections are bounded in \(L^2\) but are otherwise unspecified. In practice, we employ a combination of restriction and averaging to define these projections. Finally, we define the quadrature residuals

\[
QE_{ul}(\Pi_L^h \phi_L) = \int_0^T \langle R_{ul}, \Pi_L^h \phi_L \rangle dt - \int_0^T \langle R_{ul}, \Pi_L^h \phi_L \rangle Q dt, \\
QE_{pl}(P_L^h \xi_L) = \int_0^T \langle R_{pl}, P_L^h \xi_L \rangle dt - \int_0^T \langle R_{pl}, P_L^h \xi_L \rangle Q dt, \\
QE_{ur}(\Pi_R^h \phi_R) = \int_0^T \langle R_{ur}, \Pi_R^h \phi_R \rangle dt - \int_0^T \langle R_{ur}, \Pi_R^h \phi_R \rangle Q dt, \\
QE_{pr}(P_R^h \xi_R) = \int_0^T \langle R_{pr}, P_R^h \xi_R \rangle dt - \int_0^T \langle R_{pr}, P_R^h \xi_R \rangle Q dt, \\
QE_{\xi}(Z^h \beta) = \int_0^T \langle R_{\xi}, Z^h \beta \rangle_{\Gamma_I} dt - \int_0^T \langle R_{\xi}, Z^h \beta \rangle_{\Gamma_{Iq}} dt,
\]

where the subscript \(Q\) indicates the use of the particular quadrature in question. For the geometric coupling method, we employ the terms \(QE_{pl}(P_L^h \xi_L)\), \(QE_{ur}(\Pi_R^h \phi_R)\), and \(QE_{pr}(P_R^h \xi_R)\) given above, along with two alternative quadrature residuals,

\[
QE_{ul}(\Pi_L^h \phi_L) = \int_0^T \langle R_{ul}, \Pi_L^h \phi_L \rangle dt - \int_0^T \langle R_{ul}, \Pi_L^h \phi_L \rangle Q dt \\
+ \int_0^T \langle R_{\text{proj } p}, n \cdot \Pi_L^h \phi_L \rangle_{\Gamma_{Iq}} dt - \int_0^T \langle R_{\text{proj } p}, n \cdot \Pi_L^h \phi_L \rangle_{\Gamma_I} dt,
\]

\[
QE_{\xi}(Z^h \beta) = \int_0^T \langle R_{\xi}, Z^h \beta \rangle_{\Gamma_I} dt - \int_0^T \langle R_{\xi}, Z^h \beta \rangle_{\Gamma_{Iq}} dt \\
+ \int_0^T \langle R_{\text{proj } u}, Z^h \beta \rangle_{\Gamma_{Iq}} dt - \int_0^T \langle R_{\text{proj } u}, Z^h \beta \rangle_{\Gamma_I} dt.
\]

Note that these two quadrature error expressions contain the same terms present in their counterparts in (3.7), as well as an additional term involving the projection residual.

3.1. Estimates for approximations computed without iteration error. We state the theorems in this section and supply proofs in section 5.
The proposed approach considers the approximation obtained by exact solution of the discrete equations and
(3.10) apply to the approximate solutions obtained by exact solution of the discrete
3.2. Estimates for approximations computed with iteration error. The estimates (3.9) and (3.10) apply to the approximate solutions obtained by exact solution of the discrete equations. If the approximation is computed using an iterative method with a finite number of iterations, then the estimates must be modified.

There are a number of ways to extend a posteriori error analysis to deal with effects arising from finite iteration; see [14]. Reliably accurate estimates can be obtained if it is possible to numerically solve additional auxiliary adjoint problems that are used to quantify the effects of finite iteration on stability. However, such estimates are computationally expensive to produce. In this paper, we propose an alternative approach to computing a posteriori estimates that involves relatively less computational overhead.

The proposed approach considers the approximation obtained by exact solution of the discrete equations to be a perturbation of the approximation computed with finite iterations, and the latter is used to form the adjoint problem through linearization. We calculate the effect of the “perturbation” on the computed a posteriori error estimate. If \( R \) is a residual in the error estimate, we use \( R^{ex} \) to denote the residual computed by exactly solving the discrete equations and \( R \) to denote the residual expression obtained by finite iteration. We then define the differences for residuals \( R \) and quadrature residuals \( \mathcal{E} \) as

\[
\Delta R = R - R^{ex}, \quad \Delta \mathcal{E}(f) = \int_0^T (\Delta R, f)_Q \, dt - \int_0^T (\Delta R, f) \, dt.
\]
Finally, we denote the right-hand side of (3.9) by \( T^{ex} \) and the right-hand side of (3.10) by \( V^{ex} \).

The following theorems present the error estimates for the mortar mixed finite element method with geometric coupling and finite volume method with geometric coupling, respectively.

**Theorem 3.3 (errors in the mortar mixed finite element method with iteration).** The error estimate for the mortar mixed finite element method with iteration is

\[
\mathcal{E} = T^{ex} + \int_0^T (\Delta R_{u_L}, \Pi_L^h \phi_L) dt + \int_0^T (\Delta R_{p_L}, P_L^h \zeta_L) dt + \int_0^T (\Delta R_{u_R}, \Pi_R^h \phi_R) dt \\
+ \int_0^T (\Delta R_{p_R}, P_R^h \zeta_R) dt + \int_0^T \langle \Delta R_{\xi}, Z_h \beta \rangle_{\Gamma^I} dt + \Delta Q E_{u_L}(\Pi_L^h \phi_L) \\
+ \Delta Q E_{p_L}(P_L^h \zeta_L) + \Delta Q E_{u_R}(\Pi_R^h \phi_R) + \Delta Q E_{p_R}(P_R^h \zeta_R) + \Delta Q E_\zeta(Z^h \beta).
\]

**Theorem 3.4 (errors in the geometric finite volume method with iteration).** The error estimate for the geometrically coupled finite volume method with iteration (2.9) including iteration is

\[
\mathcal{E} = V^{ex} + \int_0^T (\Delta R_{u_L}, \Pi_L^h \phi_L) dt + \int_0^T (\Delta R_{p_L}, P_L^h \zeta_L) dt \\
+ \int_0^T (\Delta R_{u_R}, \Pi_R^h \phi_R) dt + \int_0^T (\Delta R_{p_R}, P_R^h \zeta_R) dt + \int_0^T \langle \Delta R_{\xi}, Z_h \beta \rangle_{\Gamma^I} dt \\
+ \int_0^T \langle \Delta R_{\xi}, Z_h \beta \rangle_{\Gamma^I} dt + \Delta Q E_{u_L}(\Pi_L^h \phi_L) + \Delta Q E_{p_L}(P_L^h \zeta_L) \\
+ \Delta Q E_{u_R}(\Pi_R^h \phi_R) + \Delta Q E_{p_R}(P_R^h \zeta_R) + \Delta Q E_\zeta(Z^h \beta).
\]

### 3.3. Implementation of the a posteriori estimates.

Implementing the a posteriori results in order to obtain computational error estimates requires a number of approximations; see [15]. We briefly describe the main issues peculiar to the results in this paper.

**Linearization error.** The adjoint problem (3.2)–(3.4) depends on the exact continuous solution \( p \) in the linearization term \( g'(p, p^h) \). The standard approach replaces this expression by \( g'(p, p^h) \approx g'(\hat{p}^h, p^h) = g'(p^h) \), which works well in usual situations. However, we find that this does not work well when dealing with finite volume discretizations (piecewise constant finite element approximations). Our conjecture is that the low order of accuracy of the approximation affects the accuracy of the Taylor expansion that justifies the standard approach regardless of the accuracy of the approximation value.

In the case of the \( RT_0 \) space, it is possible to postprocess the state and flux solution to obtain a modified state solution that has improved convergence properties; see [2]. We call this solution \( \hat{p}^h \), and we implement the adjoint problem using the term \( g'(\hat{p}^h, p^h) \). The postprocessing on a grid cell gives \( \hat{p}^h = A(x - x_c) + B(y - y_c) + C \), as illustrated in Figure 4, where

\[
A = \frac{u_{x_i} + u_{x_i+1}}{2a_c}, \quad B = \frac{u_{y_i} + u_{y_i+1}}{2a_c}, \quad C = p_i,
\]
and where $x_c$ and $y_c$ are the coordinates of a cell center and $a_c$ is the value of the diffusivity at the cell center. The values $A$, $B$, and $C$ represent the first derivatives on the cell and its average value.

In section 4, where we present numerical results, we compare results of using $g'(\hat{p}^h, p^h)$ and $g'(\hat{p}^h, \hat{p}^h)$ in the adjoint problem in Tables 1 and 2.

**Solving the adjoint problem.** We numerically solve the adjoint problem to obtain numerical approximations $\phi_L \approx \hat{\phi}_L^h$, $\zeta_L \approx \hat{\zeta}_L^h$, $\phi_R \approx \hat{\phi}_R^h$, $\zeta_R \approx \hat{\zeta}_R^h$, and $\beta \approx \hat{\beta}^h$. These approximations are used to evaluate the a posteriori error estimates. Computing reliably accurate estimates requires accurately evaluating Galerkin orthogonality [15]. Two possibilities are employing an approximation scheme that is higher order in both space and time than that used for the forward problem, even on a coarser mesh, or to compute an approximation using the same scheme as used for the forward problem but solved on a finer mesh.

For finite volume codes, it is generally problematic to implement higher order approximations. For this reason, we solve the adjoint problem using the same method as the forward problem but on a refined mesh. In the numerical experiments below, we explore the effects of varying the degree of refinement on the accuracy of the estimate.

**Evaluating the effects of finite iteration.** Evaluating the effects of finite iteration on the residuals, e.g., $\Delta R$, nominally involves computing the residuals for the approximation obtained by exact solution of the discrete equation. For the sake of exploring the effects from finite iteration accurately, we obtain a reference approximation by inverting the system associated with each composite time step directly. In practice, a reference approximation is obtained by solving the discrete equations using additional iterations.

4. **Numerical experiments.** In this section, we present a number of numerical experiments. The computations in section 4.2 illustrate the accuracy of the estimate while varying various computational aspects. The computations in section 4.3 explore the performance differences between the mortar and geometric-coupled approximations. In the latter case, we focus on time behavior since [2] contains a thorough investigation of the accuracy issues in space. We also investigate the effect of using a finite number of iterations in the iterative solution of the approximations.

4.1. **Computational details.** We set $\Omega_L = [-1, 1] \times [-2, 0]$ and $\Omega_R = [-1, 1] \times [0, 2]$. The interface $\Gamma_I$ is located along $y = 0$. The final time $T$ is specified for each experiment.

The grids are reported as $n_L \times m_L \times k_L$ for the left domain and $n_R \times m_R \times k_R$ for the right domain, where $n_{(\cdot)}$ corresponds to the number of cells in the $x$-direction (which is also the
number of cells along the interface), \( m_{i,j} \) corresponds to the number of cells in the \( y \)-direction, and \( k_{i,j} \) corresponds to the number of time steps.

In order to compare the relative sizes of various contributions to the error, we report values for the terms in the error estimates given in Theorems 3.1 and 3.2. Recalling (3.5) and (3.6), the following terms are included for both the mixed finite element and geometric finite volume methods:

\[
T_1 = (R_{u_L}, \phi^h_L - \Pi^h_L \phi^h_L), \quad T_2 = (R_{u_R}, \phi^h_R - \Pi^h_R \phi^h_R), \quad T_3 = (R_{p_L}, \zeta^h_L - P^h_L \zeta^h_L), \quad T_4 = (R_{p_R}, \zeta^h_R - P^h_R \zeta^h_R), \quad T_5 = (R_\xi, \beta^h - Z_h \beta^h)_{\Gamma_I}.
\]

In the geometric finite volume case, we add

\[
T_6 = \langle R_{\text{proj} p}, n \cdot \Pi^h_L \phi^h_L \rangle_{\Gamma_I}, \quad T_7 = \langle R_{\text{proj} u}, Z^h \beta^h \rangle_{\Gamma_I}, \quad T_8 = QE_{u_L}(\Pi^h_L \phi^h_L), \quad T_9 = QE_{u_R}(\Pi^h_R \phi^h_R).
\]

The effect of quadrature on the accuracy of the finite element approximation is investigated in [18, 2]. Hence, we implement the mortar finite element method using a Gaussian quadrature of sufficient order to exactly integrate all polynomial integrands in the weak form encountered in the examples. For nonpolynomial integrands, we use eighth order Gaussian quadrature in each direction, which reduces the quadrature residual terms in Theorem 3.1 to machine precision. Therefore, we evaluate only the terms \( T_1 \) through \( T_5 \) in the error estimate.

In the case of the geometric finite volume method, we have, in addition to \( T_1 \) through \( T_5 \), two projection related residual terms and two nonzero quadrature residual terms. Employing the same high order Gaussian quadrature rule leads to three of the five quadrature residual terms in Theorem 3.2 being of machine precision. Moreover, \( QE_{u_L}(\Pi^h_L \phi^h_L) \) in (3.8) involves geometric projection and we use quadrature rules sufficient to integrate the projection terms in the weak form to machine precision. Consequently, the projection-related portion of \( QE_{u_L}(\Pi^h_L \phi^h_L) \) is zero. However, the quadrature residual terms associated with the midpoint and trapezoid rules used to generate the finite volume discretization are significant and are included in the evaluation of the estimate.

In the tables of results below, we use the labels

\[
\text{exact} = \sum (e, \psi), \quad \text{estimate} = \sum T_i.
\]

Note that “exact” represents the computation of terms of the form \((e, \psi)\) directly, which requires that the continuous solution of the problem be known in advance. We use the method of manufactured solutions to produce problems with known solutions. The “estimate” involves the approximation of the terms \( T_i \) using a numerical solution of the modified adjoint equation. Differences between “exact” and “estimate” arise from change of linearization point for the adjoint problem and the numerical solution. The exact to estimate ratio provides a convenient way to quantify the accuracy of the estimate.

As a gross measure of the effect of geometric projection and of the use of finite volume quadrature, we report the following two ratios in the case of the geometric method:

\[
(4.1) \quad \text{ratio}^{\text{proj}} = \sum_{i=6}^{7} \frac{|T_i|}{\sum_{i=1}^{5} |T_i|}, \quad \text{ratio}^{\text{quad}} = \sum_{i=8}^{9} \frac{|T_i|}{\sum_{i=1}^{5} |T_i|}.
\]
4.2. Investigation of the accuracy of the estimate. We begin with a problem designed to illustrate the accuracy of the error estimates. We set \( a \equiv 1, \ g(p) = p - p^3, \) and \( T = 2. \) Using the method of manufactured solutions, we define the solution to be

\[
p(x, y, t) = \cos \left( \frac{\pi x}{2} \right) \cos \left( \frac{\pi y}{4} \right) \times te^{-t}
\]

and compute the forcing \( f, \) the boundary data \( d, \) and the initial data \( p_0 \) from (4.2) to match. Since the true solution is known, we can compute the exact error. The numerical solution is obtained by using sufficient Newton iterations at each time step to ensure the residual is on the order of machine precision.

In order to investigate issues of accuracy relating to the quality of the numerical adjoint solution, we also use a manufactured solution to the adjoint problem. We define the adjoint solution to be

\[
\zeta(x, y, t) = \cos \left( \frac{\pi x}{2} \right) \cos \left( \frac{\pi y}{4} \right) \times te^{-t}
\]

and compute the adjoint data to yield this solution.

4.2.1. Effect of linearization in the adjoint problem. To test the effect of various approximations to the linearized term in the adjoint problem, we compare results obtained using \( g'(p, ph) \) exactly with \( g'(\hat{p}_h, ph) \) and \( g'(\hat{p}_h, \hat{p}_h) \) in Table 1. Each of the three choices for the linearized term produces a different system of “adjoint” equations. The true adjoint involves \( g'(p, ph). \) The two other choices result in perturbations to the true adjoint system. In each case we use the same manufactured solution, given by (4.3). The data, \( \psi, \) is then computed according to (3.2)–(3.4).

<table>
<thead>
<tr>
<th>Linearization</th>
<th>exact</th>
<th>estimate</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>( g'(p, ph) )</td>
<td>( 1.36E-2 )</td>
<td>( 1.36E-2 )</td>
<td>1.00</td>
</tr>
<tr>
<td>( g'(\hat{p}_h, ph) )</td>
<td>( 1.32E-2 )</td>
<td>( 1.36E-2 )</td>
<td>1.03</td>
</tr>
<tr>
<td>( g'(p_h, ph) )</td>
<td>( 1.28E-2 )</td>
<td>( 1.36E-2 )</td>
<td>1.06</td>
</tr>
</tbody>
</table>

We next show in Table 2 accuracy results for estimates computed using \( g'(\hat{p}_h, ph) \) on several forward grids.

<table>
<thead>
<tr>
<th>Grid</th>
<th>exact</th>
<th>estimate</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 5 \times 5 \times 5 : 8 \times 8 \times 10 )</td>
<td>( 1.32E-2 )</td>
<td>( 1.36E-2 )</td>
<td>1.03</td>
</tr>
<tr>
<td>( 10 \times 10 \times 10 : 16 \times 16 \times 20 )</td>
<td>( -7.46E-3 )</td>
<td>( -7.37E-3 )</td>
<td>.988</td>
</tr>
<tr>
<td>( 20 \times 20 \times 20 : 32 \times 32 \times 40 )</td>
<td>( -3.22E-3 )</td>
<td>( -3.21E-3 )</td>
<td>.997</td>
</tr>
</tbody>
</table>

As illustrated in these results, the effect of the linearization approximation generally appears to decrease as the forward grid is refined. We employ \( g'(\hat{p}_h, ph) \) for the rest of the experiments.
4.2.2. Effect of numerical solution of the adjoint problem. We now illustrate the accuracy of the estimate computed with a numerical adjoint solution. Continuing with the same problem, we set the forward grid to $5 \times 5 \times 5 : 8 \times 8 \times 10$. In Table 3 we present the error estimate when computing the adjoint problem using $g'(\hat{p}^h, p^h)$ on a sequence of increasingly fine grids.

<table>
<thead>
<tr>
<th>Adjoint grid</th>
<th>exact</th>
<th>estimate</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10 \times 10 \times 10 : 16 \times 16 \times 20$</td>
<td>$1.32E-2$</td>
<td>$8.74E-3$</td>
<td>.662</td>
</tr>
<tr>
<td>$20 \times 20 \times 20 : 32 \times 32 \times 40$</td>
<td>$1.32E-2$</td>
<td>$1.15E-2$</td>
<td>.871</td>
</tr>
<tr>
<td>$40 \times 40 \times 40 : 64 \times 64 \times 80$</td>
<td>$1.32E-2$</td>
<td>$1.27E-2$</td>
<td>.961</td>
</tr>
<tr>
<td>$80 \times 80 \times 80 : 128 \times 128 \times 160$</td>
<td>$1.32E-2$</td>
<td>$1.31E-2$</td>
<td>.993</td>
</tr>
</tbody>
</table>

4.2.3. Conclusions. These results show that accuracy of the computed estimation is mildly affected by the various numerical discretization steps required to actually implement the a posteriori error estimate. It is worth noting that solving the adjoint problem using a mesh with only half the mesh size diameter causes significant error in the resulting estimate, though this is a common choice.

4.3. A problem with significant scale differences in the components. We next consider a problem with significant scale differences in the components motivated by the coupling of core and edge processes in a tokamak fusion reactor [10, 11]. The solution in one component varies only in one spatial dimension while the solution in the other component varies in two spatial dimensions, which presents an extreme case since a single cell spanning the interface in the first component is coupled to many cells in the second component. Moreover, the solution behavior in time is much faster in the component with two dimensional behavior, and we use a substepping ratio of 10 to capture this.

We set $a \equiv 1$ and $g \equiv 0$ and compute the source $f$ that corresponds to the manufactured solution

$$p(x, y) = \cos \left( \frac{\pi(y + 2)}{8} \right) e^{-t} + 0.3 \sin(\pi x) \cos(5(2\pi t)) \left[ \frac{1 - \tanh \left( 2(1 - y) \right)}{2} \right].$$

This solution, shown in Figure 5, has the desired behavior in space and time. We note that the $\sin(x)$ shaped wave on $\Omega_R$ oscillates from a $\sin(x)$ to a $-\sin(x)$ shape 10 times per unit of simulation time while the $\cos(y)$ portion of the solution decays as $e^{-t}$. We use the same forcing function $f$ in the problem with the nonlinearity $g(p) = p - p^3$. The resulting problem no longer has a manufactured solution, but the solution exhibits the same qualitative behavior.

For adjoint data, we use $\psi_p$ and both components of $\psi_u$ that form “ridges” near $y = 1$, i.e., in the middle of the finer subdomain, along with a constant $\psi_\zeta$ at the interface. These functions have the form $Ce^{-(y-1)^2}$ and are plotted in Figure 6.

We present the results for both a short time period $[0, 1]$ and a longer period $[0, 4]$. The grids are forward $1 \times 16 \times 10 : 16 \times 16 \times 100$ and adjoint $32 \times 32 \times 20 : 32 \times 32 \times 200$ for the short simulation, and forward $1 \times 16 \times 40 : 16 \times 16 \times 400$ and adjoint $32 \times 32 \times 80 : 32 \times 32 \times 800$ for the long simulation.
We list contributions to the error estimate for the mortar mixed finite element method and for the geometrically coupled finite volume method using both constant and linear extrapolation to approximate coupling values. In the constant case, the state or flux value nearest the interface in space is used as a boundary condition for the other domain. In the linear case, the two values nearest the interface in space are used to compute a linear extrapolation at the interface. In both cases, the values at the end time of the composite step are used to provide data for the other component, as described in Figure 3.

4.3.1. Results for approximations computed with exact solution of the discrete equations. We first consider results for approximations computed with exact solution of the discrete equations. In all cases, we use five Newton iterations on the entire implicit system on each composite time step, which leads to a Newton residual on the order of machine precision.

The results in Table 4 show that the error estimate for the geometric finite volume method is an order of magnitude larger than it is for the mortar method, with the largest contributions coming from the quadrature and geometric projections. The contributions due to geometric projection are larger for the constant extrapolation than they are for the linear extrapolation, especially the term associated with the projected flux, which is an order of magnitude larger in the constant case. Table 5 shows that these trends continue in the long simulation, with the difference in the error estimate between the mortar and geometric methods rising to two orders of magnitude, and the difference in the size of the term associated with projected flux between the constant and linear geometric methods also rising to two orders of magnitude.
4.3.2. Results for approximations computed with iterative solution of the discrete equations with a finite number of iterations. Next, we repeat the test while employing the Newton–Picard method described in section 2.5 at each time step to solve the discrete equations for the approximation. Tables 6 through 9 show the results for the short time period. We performed the computation using five Newton steps and either 50, 10, 3, or 1 Picard iterations per Newton step over each composite time step. Using 50 iterations yields results identical to those obtained with exact solution. However, if we use 10 or fewer iterations, we find that Newton’s method does not converge to machine precision in five iterations. We present the results for the long period computation employing three iterations per Newton step in Table 10.

In addition to the terms listed in the tables above, the $\Delta$ terms associated with the iterative method are also listed. Each table also lists the convergence rate for the inner fixed point iteration. Given that the same number of iterations is used for all methods, any method

<table>
<thead>
<tr>
<th>Term</th>
<th>MFE</th>
<th>GFV (linear)</th>
<th>GFV (constant)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 ($R_{u, \phi}^L - \Pi_h^L \phi_h^L$)</td>
<td>$-4.2 E-3$</td>
<td>$-3.6 E-3$</td>
<td>$-3.3 E-3$</td>
</tr>
<tr>
<td>2 ($R_{u, \phi}^R - \Pi_h^R \phi_h^R$)</td>
<td>$-1.5 E-4$</td>
<td>$-2.1 E-4$</td>
<td>$-2.1 E-4$</td>
</tr>
<tr>
<td>3 ($R_{u, \phi}^L - P_h^L \phi_h^L$)</td>
<td>$1.8 E-3$</td>
<td>$1.4 E-3$</td>
<td>$1.4 E-3$</td>
</tr>
<tr>
<td>4 ($R_{u, \phi}^R - P_h^R \phi_h^R$)</td>
<td>$3.4 E-4$</td>
<td>$3.1 E-4$</td>
<td>$3.2 E-4$</td>
</tr>
<tr>
<td>5 ($R_{u, \phi}^L - Z_h \beta_h^L \phi_h^L$)</td>
<td>$1.6 E-17$</td>
<td>$9.4 E-6$</td>
<td>$1.6 E-4$</td>
</tr>
<tr>
<td>6 ($R_{u, n, \phi}^n - Z_h \beta_h^n \phi_h^n$)</td>
<td>N/A</td>
<td>$-9.7 E-3$</td>
<td>$-2.6 E-2$</td>
</tr>
<tr>
<td>7 ($R_{u, n, \phi}^n - Z_h \beta_h^n \phi_h^n$)</td>
<td>N/A</td>
<td>$5.7 E-4$</td>
<td>$9.3 E-3$</td>
</tr>
<tr>
<td>8 ($Q E_{u, \phi}^n - Z_h \beta_h^n \phi_h^n$)</td>
<td>N/A</td>
<td>$-2.3 E-2$</td>
<td>$-2.0 E-2$</td>
</tr>
<tr>
<td>9 ($Q E_{u, \phi}^n - Z_h \beta_h^n \phi_h^n$)</td>
<td>N/A</td>
<td>$-8.1 E-4$</td>
<td>$-7.9 E-4$</td>
</tr>
<tr>
<td>Total</td>
<td>$-2.2 E-3$</td>
<td>$-3.5 E-2$</td>
<td>$-3.3 E-2$</td>
</tr>
<tr>
<td>ratio_{quad}</td>
<td>N/A</td>
<td>1.9</td>
<td>5.3</td>
</tr>
<tr>
<td>ratio_{quad}</td>
<td>N/A</td>
<td>4.3</td>
<td>3.8</td>
</tr>
</tbody>
</table>

Table 4

Error contributions for the short time period with exact inversion at each Newton step and five Newton steps per composite time step.

<table>
<thead>
<tr>
<th>Term</th>
<th>MFE</th>
<th>GFV (linear)</th>
<th>GFV (constant)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 ($R_{u, \phi}^L - \Pi_h^L \phi_h^L$)</td>
<td>$4.2 E-3$</td>
<td>$-8.1 E-3$</td>
<td>$-7.4 E-3$</td>
</tr>
<tr>
<td>2 ($R_{u, \phi}^R - \Pi_h^R \phi_h^R$)</td>
<td>$1.4 E-4$</td>
<td>$-1.4 E-4$</td>
<td>$-1.0 E-4$</td>
</tr>
<tr>
<td>3 ($R_{u, \phi}^L - P_h^L \phi_h^L$)</td>
<td>$-8.3 E-4$</td>
<td>$-4.1 E-4$</td>
<td>$-4.6 E-4$</td>
</tr>
<tr>
<td>4 ($R_{u, \phi}^R - P_h^R \phi_h^R$)</td>
<td>$2.4 E-6$</td>
<td>$3.2 E-5$</td>
<td>$2.9 E-5$</td>
</tr>
<tr>
<td>5 ($R_{u, \phi}^L - Z_h \beta_h^L \phi_h^L$)</td>
<td>$-1.3 E-17$</td>
<td>$-1.7 E-6$</td>
<td>$5.3 E-4$</td>
</tr>
<tr>
<td>6 ($R_{u, n, \phi}^n - Z_h \beta_h^n \phi_h^n$)</td>
<td>N/A</td>
<td>$-2.4 E-2$</td>
<td>$-4.8 E-2$</td>
</tr>
<tr>
<td>7 ($R_{u, n, \phi}^n - Z_h \beta_h^n \phi_h^n$)</td>
<td>N/A</td>
<td>$-1.3 E-4$</td>
<td>$3.7 E-2$</td>
</tr>
<tr>
<td>8 ($Q E_{u, \phi}^n - Z_h \beta_h^n \phi_h^n$)</td>
<td>N/A</td>
<td>$-2.3 E-1$</td>
<td>$-2.1 E-1$</td>
</tr>
<tr>
<td>9 ($Q E_{u, \phi}^n - Z_h \beta_h^n \phi_h^n$)</td>
<td>N/A</td>
<td>$-4.0 E-3$</td>
<td>$-3.8 E-3$</td>
</tr>
<tr>
<td>Total</td>
<td>$3.5 E-3$</td>
<td>$-2.7 E-1$</td>
<td>$-2.3 E-1$</td>
</tr>
<tr>
<td>ratio_{quad}</td>
<td>N/A</td>
<td>2.7</td>
<td>9.8</td>
</tr>
<tr>
<td>ratio_{quad}</td>
<td>N/A</td>
<td>26.8</td>
<td>25.0</td>
</tr>
</tbody>
</table>

Table 5

Error contributions for the long time period with exact inversion at each Newton step and five Newton steps per composite time step.
with slower convergence clearly has larger $\Delta$ terms. It is interesting to note that while linear extrapolation produces better results than constant extrapolation if solved exactly, it results in a slower convergence rate and might therefore perform worse than constant extrapolation when the same number of inner iterations are used.

The results indicate that if the number of iterations is sufficiently large that the $\Delta$ terms are small relative to the residual terms, then the superiority of the mortar method remains intact. However if the error due to incomplete iteration becomes large compared to the residual error, then both methods suffer and the difference in performance between the two methods disappears.

5. Proofs.

5.1. Proof of Theorem 3.1. The proof begins by substituting the corresponding expressions from the left-hand side of the adjoint problem (3.2)–(3.4) for $\psi$ in (3.1). Integration and applying the divergence theorem yield

$$
\mathcal{E} = \int_0^T (e_{u_L}, a^{-1} \phi_L) \, dt + \int_0^T (\nabla \cdot e_{u_L}, \zeta_L) \, dt - \int_0^T \langle n \cdot e_{u_L}, \beta \rangle_{\Gamma_I} \, dt - \int_0^T (e_{p_L}, \nabla \cdot \phi_L) \, dt
$$
Table 7

Error contributions for the short time period test with 10 iterations per Newton step and five Newton steps per composite time step.

<table>
<thead>
<tr>
<th>Term</th>
<th>MPE</th>
<th>GPV (linear)</th>
<th>GPV (constant)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( (R_{uL}, \phi_R - \Pi_{pR} \phi_R) )</td>
<td>(-4.2E-3)</td>
<td>(-3.5E-3)</td>
</tr>
<tr>
<td>2</td>
<td>( (R_{uR}, \phi_R - \Pi_{pR} \phi_R) )</td>
<td>(-1.5E-4)</td>
<td>(-2.1E-4)</td>
</tr>
<tr>
<td>3</td>
<td>( (R_{pL}, \zeta_R - \Pi_{pR} \zeta_R) )</td>
<td>(1.8E-3)</td>
<td>(1.4E-3)</td>
</tr>
<tr>
<td>4</td>
<td>( (R_{pR}, \zeta_R - \Pi_{pR} \zeta_R) )</td>
<td>(3.4E-4)</td>
<td>(3.1E-4)</td>
</tr>
<tr>
<td>5</td>
<td>( \langle R_L, \beta^n - Z_R \beta^n \rangle_{\Gamma_I} )</td>
<td>(-4.3E-19)</td>
<td>(2.3E-5)</td>
</tr>
<tr>
<td>6</td>
<td>( \langle R_{\text{proj}}, n \cdot \Pi_{pR} \phi_R \rangle_{\Gamma_I} )</td>
<td>N/A</td>
<td>(-9.7E-3)</td>
</tr>
<tr>
<td>7</td>
<td>( \langle R_{\text{proj}}, Z^n \beta^n \rangle_{\Gamma_I} )</td>
<td>N/A</td>
<td>(1.4E-3)</td>
</tr>
<tr>
<td>8</td>
<td>Q(\xi) (\Pi_{pR} \phi_R)</td>
<td>N/A</td>
<td>(-2.3E-2)</td>
</tr>
<tr>
<td>9</td>
<td>Q(\Phi) (\Pi_{pR} \phi_R)</td>
<td>N/A</td>
<td>(-8.0E-4)</td>
</tr>
<tr>
<td>Res total</td>
<td></td>
<td>(-2.2E-3)</td>
<td>(-3.4E-2)</td>
</tr>
</tbody>
</table>

| Overall total | | \(-2.2E-3\) | \(-3.5E-2\) | \(-3.3E-2\) |
| Conv. rate | | \(0.74\) | \(0.89\) | \(0.71\) |
| ratio\(\text{proj}\) | | N/A | \(2.0\) | \(5.3\) |
| ratio\(\text{quad}\) | | N/A | \(4.3\) | \(3.8\) |

\[
- \int_0^T (e_{pL}, \zeta_L) \, dt + (e_{pL}(T), \zeta_L(T)) + \int_0^T (e_{pL}, -g'_L(p_L, p_{pL})\zeta_L) \, dt \\
+ \int_0^T (e_{uR}, a^{-1} \phi_R) \, dt + \int_0^T (\nabla \cdot e_{uR}, \zeta_R) \, dt + \int_0^T (n \cdot e_{uR}, \beta)_{\Gamma_I} \, dt - \int_0^T (e_{pR}, \nabla \cdot \phi_R) \, dt \\
- \int_0^T (e_{pR}, \tilde{\zeta}_R) \, dt + (e_{pR}(T), \zeta_R(T)) + \int_0^T (e_{pR}, -g'_R(p_R, p_{pR})\zeta_R) \, dt \\
+ \int_0^T \langle e, n \cdot (\phi_L - \phi_R) \rangle_{\Gamma_I} \, dt.
\]

Since \(\zeta\) is continuous, integration by parts in time and using \(e(0) = 0\) give

\[
\int_0^T (e, \dot{\zeta}) \, dt = (e(T), \zeta(T)) - \int_0^T (\dot{e}, \zeta) \, dt.
\]

Cancellation yields

\[
\mathcal{E} = \int_0^T (e_{uL}, a^{-1} \phi_L) \, dt + \int_0^T (\nabla \cdot e_{uL}, \zeta_L) \, dt - \int_0^T (n \cdot e_{uL}, \beta)_{\Gamma_I} \, dt - \int_0^T (e_{pL}, \nabla \cdot \phi_L) \, dt
\]
### Table 8

Error contributions for the short time period test with three iterations per Newton step and five Newton steps per composite time step.

<table>
<thead>
<tr>
<th>Term</th>
<th>MFE</th>
<th>GPV (linear)</th>
<th>GPV (constant)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 $\Delta R_{ul}$, $\Phi_L$</td>
<td>$-4.2E-3$</td>
<td>$-3.4E-3$</td>
<td>$-3.3E-3$</td>
</tr>
<tr>
<td>2 $\Delta R_{ur}$, $\Phi_R$</td>
<td>$-1.5E-4$</td>
<td>$-2.1E-4$</td>
<td>$-2.1E-4$</td>
</tr>
<tr>
<td>3 $\Delta R_{pl}$, $\zeta_L$</td>
<td>$1.8E-3$</td>
<td>$1.4E-3$</td>
<td>$1.4E-3$</td>
</tr>
<tr>
<td>4 $\Delta R_{pr}$, $\zeta_R$</td>
<td>$3.4E-4$</td>
<td>$3.1E-4$</td>
<td>$3.2E-4$</td>
</tr>
<tr>
<td>5 $\Delta R_{uq}$, $\zeta_L$</td>
<td>$-1.5E-17$</td>
<td>$-4.4E-4$</td>
<td>$1.4E-4$</td>
</tr>
<tr>
<td>6 $\Delta R_{pq}$, $n \cdot \Phi_L$</td>
<td>N/A</td>
<td>$-1.1E-2$</td>
<td>$-2.0E-2$</td>
</tr>
<tr>
<td>7 $\Delta R_{pq}$, $Z \cdot \beta$</td>
<td>N/A</td>
<td>$-2.6E-2$</td>
<td>$8.0E-3$</td>
</tr>
<tr>
<td>8 $\Delta Q_{uq}$, $n \cdot \Phi_L$</td>
<td>N/A</td>
<td>$-2.1E-2$</td>
<td>$-2.0E-2$</td>
</tr>
<tr>
<td>9 $\Delta Q_{pq}$, $n \cdot \Phi_R$</td>
<td>N/A</td>
<td>$-8.6E-4$</td>
<td>$7.9E-4$</td>
</tr>
<tr>
<td>Res total</td>
<td>$-2.3E-3$</td>
<td>$-6.2E-2$</td>
<td>$-3.4E-2$</td>
</tr>
<tr>
<td>1 $\Delta R_{ul}$, $\Phi_L$</td>
<td>$1.1E-16$</td>
<td>$4.1E-4$</td>
<td>$2.6E-5$</td>
</tr>
<tr>
<td>2 $\Delta R_{ur}$, $\Phi_R$</td>
<td>$2.8E-16$</td>
<td>$-5.0E-5$</td>
<td>$-1.7E-5$</td>
</tr>
<tr>
<td>3 $\Delta R_{pl}$, $\zeta_L$</td>
<td>$-5.7E-4$</td>
<td>$2.4E-2$</td>
<td>$1.3E-3$</td>
</tr>
<tr>
<td>4 $\Delta R_{pr}$, $\zeta_R$</td>
<td>$-6.0E-4$</td>
<td>$7.8E-3$</td>
<td>$2.1E-4$</td>
</tr>
<tr>
<td>5 $\Delta R_{uq}$, $\zeta_L$</td>
<td>$1.6E-17$</td>
<td>$-2.7E-2$</td>
<td>$-1.4E-3$</td>
</tr>
<tr>
<td>6 $\Delta R_{pq}$, $n \cdot \Phi_L$</td>
<td>N/A</td>
<td>$1.1E-3$</td>
<td>$2.3E-5$</td>
</tr>
<tr>
<td>7 $\Delta R_{pq}$, $Z \cdot \beta$</td>
<td>N/A</td>
<td>$2.7E-2$</td>
<td>$1.4E-3$</td>
</tr>
<tr>
<td>8 $\Delta Q_{uq}$, $n \cdot \Phi_L$</td>
<td>N/A</td>
<td>$-1.5E-3$</td>
<td>$-4.9E-5$</td>
</tr>
<tr>
<td>9 $\Delta Q_{pq}$, $n \cdot \Phi_R$</td>
<td>N/A</td>
<td>$5.0E-4$</td>
<td>$1.7E-6$</td>
</tr>
<tr>
<td>Overall total</td>
<td>$-3.5E-3$</td>
<td>$-3.0E-2$</td>
<td>$-3.3E-2$</td>
</tr>
<tr>
<td>Conv. rate</td>
<td>.74</td>
<td>.89</td>
<td>.71</td>
</tr>
<tr>
<td>ratio_{proj}</td>
<td>N/A</td>
<td>6.5</td>
<td>5.1</td>
</tr>
<tr>
<td>ratio_{quad}</td>
<td>N/A</td>
<td>3.9</td>
<td>3.8</td>
</tr>
</tbody>
</table>

Now we use (2.6) since $e_p$ is potentially discontinuous, obtaining

$$E = \int_0^T (e_{ul}, a^{-1} \Phi_L) dt + \int_0^T (\nabla \cdot e_{ul}, \zeta_L) dt - \int_0^T (n \cdot e_{ul}, \beta) dt - \int_0^T (e_{pl}, \nabla \cdot \Phi_L) dt$$

\[+ \sum_{k=1}^{k_L} \int_{t_{k-1}}^{t_k} (e_{pl}, \zeta_L) dt + \sum_{k=1}^{k_L} (e_{pl,k-1}, \zeta_L) dt - \int_0^T (e_{pl}, a^{-1} \Phi_L) dt \]

\[+ \int_0^T (e_{ur}, a^{-1} \Phi_R) dt + \int_0^T (\nabla \cdot e_{ur}, \zeta_R) dt + \int_0^T (n \cdot e_{ur}, \beta) dt - \int_0^T (e_{pr}, \nabla \cdot \Phi_R) dt \]
Table 9

Error contributions for the short time period test with one iteration per Newton step and five Newton steps per composite time step.

<table>
<thead>
<tr>
<th>Term</th>
<th>MPE</th>
<th>GPV (linear)</th>
<th>GPV (constant)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$(R_{u,l} \hat{\phi}_l - \Pi_l \phi^h_R)$</td>
<td>$-5.5 \times 10^{-3}$</td>
<td>$-3.6 \times 10^{-3}$</td>
</tr>
<tr>
<td>2</td>
<td>$(R_{u,R} \hat{\phi}_R - \Pi_R \phi^h_R)$</td>
<td>$-1.9 \times 10^{-4}$</td>
<td>$-1.9 \times 10^{-4}$</td>
</tr>
<tr>
<td>3</td>
<td>$(R_{p,l} \hat{\zeta}_l - P_l \phi^h_R)$</td>
<td>$1.7 \times 10^{-3}$</td>
<td>$1.4 \times 10^{-3}$</td>
</tr>
<tr>
<td>4</td>
<td>$(R_{p,R} \hat{\zeta}_R - P_R \phi^h_R)$</td>
<td>$3.3 \times 10^{-4}$</td>
<td>$3.1 \times 10^{-4}$</td>
</tr>
<tr>
<td>5</td>
<td>$(R_{z}, \beta^h - Z_h \phi^h_R)$</td>
<td>$1.2 \times 10^{-17}$</td>
<td>$2.0 \times 10^{-3}$</td>
</tr>
<tr>
<td>6</td>
<td>$(R_{\text{proj}, P} \cdot n \cdot \Pi_P \phi^h_R)$</td>
<td>N/A</td>
<td>$-8.7 \times 10^{-3}$</td>
</tr>
<tr>
<td>7</td>
<td>$(R_{\text{proj}, W} \cdot Z^h \beta^h)$</td>
<td>N/A</td>
<td>$1.2 \times 10^{-1}$</td>
</tr>
<tr>
<td>8</td>
<td>$Q \varepsilon \gamma^\alpha (\Pi_P \phi^h_R)$</td>
<td>N/A</td>
<td>$-2.5 \times 10^{-2}$</td>
</tr>
<tr>
<td>9</td>
<td>$Q E \gamma^\alpha (\Pi_P \phi^h_R)$</td>
<td>N/A</td>
<td>$-6.9 \times 10^{-4}$</td>
</tr>
<tr>
<td>Res total</td>
<td>$-3.6 \times 10^{-3}$</td>
<td>$8.3 \times 10^{-2}$</td>
<td>$9.7 \times 10^{-3}$</td>
</tr>
<tr>
<td>1</td>
<td>$(\Delta R_{u,l} \cdot \Pi_l \phi^h_R)$</td>
<td>$5.6 \times 10^{-17}$</td>
<td>$-1.3 \times 10^{-3}$</td>
</tr>
<tr>
<td>2</td>
<td>$(\Delta R_{u,R} \cdot \Pi_R \phi^h_R)$</td>
<td>$1.7 \times 10^{-16}$</td>
<td>$1.2 \times 10^{-4}$</td>
</tr>
<tr>
<td>3</td>
<td>$(\Delta R_{p,l} \cdot P_l \phi^h_R)$</td>
<td>$-1.3 \times 10^{-17}$</td>
<td>$-1.1 \times 10^{-1}$</td>
</tr>
<tr>
<td>4</td>
<td>$(\Delta R_{p,R} \cdot P_R \phi^h_R)$</td>
<td>$-1.4 \times 10^{-1}$</td>
<td>$-7.0 \times 10^{-3}$</td>
</tr>
<tr>
<td>5</td>
<td>$(\Delta R_{z}, \phi^h_R)$</td>
<td>$-9.4 \times 10^{-17}$</td>
<td>$1.2 \times 10^{-1}$</td>
</tr>
<tr>
<td>6</td>
<td>$(\Delta R_{\text{proj}, P} \cdot n \cdot \Pi_P \phi^h_R)$</td>
<td>N/A</td>
<td>$-9.9 \times 10^{-4}$</td>
</tr>
<tr>
<td>7</td>
<td>$(\Delta R_{\text{proj}, W} \cdot Z^h \phi^h_R)$</td>
<td>N/A</td>
<td>$-1.2 \times 10^{-1}$</td>
</tr>
<tr>
<td>8</td>
<td>$\Delta Q \gamma^\alpha (\Pi_P \phi^h_R)$</td>
<td>N/A</td>
<td>$2.3 \times 10^{-3}$</td>
</tr>
<tr>
<td>9</td>
<td>$\Delta Q E \gamma^\alpha (\Pi_P \phi^h_R)$</td>
<td>N/A</td>
<td>$-1.2 \times 10^{-4}$</td>
</tr>
<tr>
<td>Iterative total</td>
<td>$-2.7 \times 10^{-2}$</td>
<td>$-1.1 \times 10^{-1}$</td>
<td>$-4.3 \times 10^{-2}$</td>
</tr>
<tr>
<td>Overall total</td>
<td>$-3.1 \times 10^{-2}$</td>
<td>$-2.9 \times 10^{-2}$</td>
<td>$-3.4 \times 10^{-2}$</td>
</tr>
<tr>
<td>Conv. rate</td>
<td>.74</td>
<td>.89</td>
<td>.71</td>
</tr>
<tr>
<td>ratio_{proj}</td>
<td>N/A</td>
<td>17.0</td>
<td>11.4</td>
</tr>
<tr>
<td>ratio_{quad}</td>
<td>N/A</td>
<td>3.5</td>
<td>3.5</td>
</tr>
</tbody>
</table>

\[ + \sum_{k=1}^{k_F} \int_{t_{k-1}}^{t_k} \langle \hat{e}_{pR}, \zeta_R \rangle \, dt + \sum_{k=1}^{k_R} \langle \hat{e}_{pR,k-1}, \zeta_{R,k-1} \rangle + \int_0^T \langle \hat{e}_{pR}, -g_R(p_R, p^h_R) \zeta_R \rangle \, dt \]

Expanding the errors, e.g., \(e_{pL} = P_L \cdot p_L^h \), etc., using \(g'(p, p^h) e_p = g(p) - g(p^h) \), and subtracting the equations in weak form

\[ \int_0^T (a_L^{-1} u_L, \phi_L) \, dt - \int_0^T (p_L, \nabla \cdot \phi_L) \, dt + \int_0^T \langle \xi, n \cdot \phi_L \rangle_{\Gamma_L} \, dt + \int_0^T \langle d_L, n \cdot \phi_L \rangle_{\Gamma_L} \, dt \]

\[ + \sum_{k=1}^{k_F} \int_{t_{k-1}}^{t_k} \langle \hat{p}_L, \zeta_L \rangle \, dt + \sum_{k=1}^{k_L} \langle \hat{p}_{L,k-1}, \zeta_{L,k-1} \rangle + \int_0^T (\nabla \cdot u_L, \zeta_L) \, dt - \int_0^T (f_L, \zeta_L) \, dt \]

\[ - \int_0^T (g_L(p_L), \zeta_L) \, dt + \int_0^T \langle a_{R}^{-1} u_R, \phi_R \rangle \, dt - \int_0^T (p_R, \nabla \cdot \phi_R) \, dt - \int_0^T \langle \xi, n \cdot \phi_R \rangle_{\Gamma_R} \, dt \]

\[ + \int_0^T \langle d_R, n \cdot \phi_R \rangle_{\Gamma_R} \, dt + \sum_{k=1}^{k_R} \int_{t_{k-1}}^{t_k} \langle \hat{p}_R, \zeta_R \rangle \, dt \]
Error contributions for the long time period computation with three iterations per Newton step and five Newton steps per composite time step.

Table 10

<table>
<thead>
<tr>
<th>Term</th>
<th>MPE</th>
<th>GFV (linear)</th>
<th>GFV (constant)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$(R_{u_L} \phi_L^2 - \Pi_L \phi_L^2)$</td>
<td>$4.1E-3$</td>
<td>$-7.6E-3$</td>
</tr>
<tr>
<td>2</td>
<td>$(R_{u_R} \phi_R^2 - \Pi_R \phi_R^2)$</td>
<td>$1.4E-4$</td>
<td>$-1.3E-4$</td>
</tr>
<tr>
<td>3</td>
<td>$(R_{p_L} \zeta_L^2 - \Pi_L \zeta_L^2)$</td>
<td>$-8.3E-4$</td>
<td>$-4.4E-4$</td>
</tr>
<tr>
<td>4</td>
<td>$(R_{p_R} \zeta_R^2 - \Pi_R \zeta_R^2)$</td>
<td>$2.7E-6$</td>
<td>$3.0E-5$</td>
</tr>
<tr>
<td>5</td>
<td>$(\langle R_e, \beta^h - Z_h \beta^h \rangle \Gamma_I)$</td>
<td>$-1.6E-17$</td>
<td>$-1.1E-3$</td>
</tr>
<tr>
<td>6</td>
<td>$(R_{proj} \cdot \Pi_L \phi_L^2)_{\Gamma_I}$</td>
<td>N/A</td>
<td>$-2.6E-2$</td>
</tr>
<tr>
<td>7</td>
<td>$(R_{proj} \cdot Z^h \beta^h)_{\Gamma_I}$</td>
<td>N/A</td>
<td>$-7.5E-2$</td>
</tr>
<tr>
<td>8</td>
<td>$Q \zeta \cdot \Pi_R \phi_R^2$</td>
<td>N/A</td>
<td>$-2.2E-1$</td>
</tr>
<tr>
<td>9</td>
<td>$Q \phi \cdot (\Pi_R \phi_R^2)$</td>
<td>N/A</td>
<td>$-4.0E-3$</td>
</tr>
<tr>
<td>Res total</td>
<td>$3.4E-3$</td>
<td>$-3.3E-1$</td>
<td>$-2.4E-1$</td>
</tr>
<tr>
<td>1</td>
<td>$(\Delta R_{u_L} \cdot \Pi_L \phi_L^2)$</td>
<td>$3.3E-16$</td>
<td>$7.9E-3$</td>
</tr>
<tr>
<td>2</td>
<td>$(\Delta R_{u_R} \cdot \Pi_R \phi_R^2)$</td>
<td>$1.6E-15$</td>
<td>$-5.2E-6$</td>
</tr>
<tr>
<td>3</td>
<td>$(\Delta R_{p_L} \cdot P^h \zeta_L)_{\Gamma_I}$</td>
<td>$-1.9E-3$</td>
<td>$6.9E-2$</td>
</tr>
<tr>
<td>4</td>
<td>$(\Delta R_{p_R} \cdot P^h \zeta_R)_{\Gamma_I}$</td>
<td>$-1.9E-3$</td>
<td>$2.5E-2$</td>
</tr>
<tr>
<td>5</td>
<td>$(\Delta R_e \cdot Z^h \beta^h)_{\Gamma_I}$</td>
<td>$-4.9E-16$</td>
<td>$-7.5E-2$</td>
</tr>
<tr>
<td>6</td>
<td>$(\Delta R_{proj} \cdot \Pi_L \phi_L)_{\Gamma_I}$</td>
<td>N/A</td>
<td>$2.2E-3$</td>
</tr>
<tr>
<td>7</td>
<td>$(\Delta R_{proj} \cdot Z^h \beta^h)_{\Gamma_I}$</td>
<td>N/A</td>
<td>$7.5E-2$</td>
</tr>
<tr>
<td>8</td>
<td>$Q \zeta \cdot \Pi_R \phi_R^2$</td>
<td>N/A</td>
<td>$1.0E-2$</td>
</tr>
<tr>
<td>9</td>
<td>$Q \phi \cdot (\Pi_R \phi_R^2)$</td>
<td>N/A</td>
<td>$5.2E-6$</td>
</tr>
<tr>
<td>Iterative total</td>
<td>$-3.9E-3$</td>
<td>$9.4E-2$</td>
<td>$4.6E-3$</td>
</tr>
<tr>
<td>Overall total</td>
<td>$-4.5E-4$</td>
<td>$-2.4E-1$</td>
<td>$-2.3E-1$</td>
</tr>
<tr>
<td>Conv. rate</td>
<td>.74</td>
<td>.89</td>
<td>.71</td>
</tr>
<tr>
<td>ratio_{proj}</td>
<td>N/A</td>
<td>10.9</td>
<td>9.4</td>
</tr>
<tr>
<td>ratio_{quad}</td>
<td>N/A</td>
<td>24.3</td>
<td>25.2</td>
</tr>
</tbody>
</table>

\[
+ \sum_{k=1}^{k_R} ([p_{R,k-1}^h], \zeta_{R,k-1}^h) + \int_0^T (\nabla \cdot u_R - \zeta_R) \, dt - \int_0^T (f_R - \zeta_R) \, dt - \int_0^T (g_R(p_R), \zeta_R) \, dt \\
- \int_0^T \langle \nabla \cdot (u_L - u_R), \beta \rangle_{\Gamma_I} \, dt = 0,
\]

which are obtained by substituting the adjoint solutions as test functions in (2.5), gives

\[(5.2)\]
\[
\mathcal{E} = - \int_0^T (a_L^{-1} u_L^h, \phi_L) \, dt + \int_0^T (p_L^h, \nabla \cdot \phi_L) \, dt - \int_0^T \langle d_L, \nabla \cdot \phi_L \rangle_{\Gamma_L} \, dt - \int_0^T \langle \xi^h, \nabla \cdot \phi_L \rangle_{\Gamma_I} \, dt \\
+ \int_0^T (f_L, \zeta_L) \, dt - \int_0^T \langle \nabla \cdot u_L^h, \zeta_L \rangle \, dt - \sum_{k=1}^{k_L} \int_{t_{k-1}^L}^{t_k^L} (p_L^h, \zeta_L) \, dt = \sum_{k=1}^{k_L} ([p_L^h, \zeta_L])_{t_{k-1}^L}^{t_k^L} \]

\[
+ \int_0^T (g_L(p_L^h), \zeta_L) \, dt - \int_0^T (a_R^{-1} u_R^h, \phi_R) \, dt + \int_0^T (p_R^h, \zeta_R) \, dt - \int_0^T \langle d_R, \nabla \cdot \phi_R \rangle_{\Gamma_R} \, dt \\
+ \int_0^T \langle \xi^h, \nabla \cdot \phi_R \rangle_{\Gamma_I} \, dt + \int_0^T (f_R, \zeta_R) \, dt - \int_0^T \langle \nabla \cdot u_R^h, \zeta_R \rangle \, dt - \sum_{k=1}^{k_R} \int_{t_{k-1}^R}^{t_k^R} (p_R^h, \zeta_R) \, dt
\]
\[- \sum_{k=1}^{k_R} (\{p^h_{R,k-1}\}, \zeta_{R,k-1}) + \int_0^T (g_R(p^h_R), \zeta_R) \, dt + \int_0^T \langle n \cdot (u^h_L - u^h_R), \beta \rangle_{\Gamma_I} \, dt.\]

Taking into account that the divergence theorem implies
\[
\int_0^T (R_{u,L}, \phi_L) \, dt = -\int_0^T (a_L^{-1} u^h_L, \phi_L) \, dt + \int_0^T (p^h_L, \nabla \cdot \phi_L) \, dt
- \int_0^T \langle d_L, n \cdot \phi_L \rangle_{\Gamma_D} \, dt - \int_0^T \langle \xi^h, n \cdot \phi_L \rangle_{\Gamma_I} \, dt, \quad \int_0^T (R_{u,R}, \phi_R) \, dt
- \int_0^T \langle d_R, n \cdot \phi_R \rangle_{\Gamma_D} \, dt + \int_0^T \langle \xi^h, n \cdot \phi_R \rangle_{\Gamma_I} \, dt,
\]
and that (2.6) implies
\[
\int_0^T (R_p, \zeta) \, dt = \int_0^T (f, \zeta) \, dt + \int_0^T (g(p^h), \zeta) \, dt - \int_0^T (\nabla \cdot u^h, \zeta) \, dt
\]
\[- \sum_{k=1}^{n} \int_{\Gamma_{k-1}} (p^h, \zeta) \, dt - \sum_{k=1}^{n} (\{p^h_{k-1}\}, \zeta_{k-1}),\]
we can rewrite (5.2) as
(5.3)
\[\mathcal{E} = \int_0^T (R_{u,L}, \phi_L) \, dt + \int_0^T (R_{p,L}, \zeta_L) \, dt + \int_0^T (R_{u,R}, \phi_R) \, dt + \int_0^T (R_{p,R}, \zeta_R) \, dt + \int_0^T \langle R_{\xi}, \beta \rangle_{\Gamma_I} \, dt.\]

The discrete weak form implies the Galerkin orthogonality relationship
\[
\int_0^T (R_{u,L}, \Pi^h_L \phi_L)_Q \, dt + \int_0^T (R_{p,L}, P^h_L \zeta_L)_Q \, dt + \int_0^T (R_{u,R}, \Pi^h_R \phi_R)_Q \, dt
+ \int_0^T (R_{p,R}, P^h_R \zeta_R)_Q \, dt + \int_0^T \langle R_{\xi}, Z_h \beta \rangle_{\Gamma_{IQ}} \, dt = 0,
\]
where the subscript $Q$ indicates the use of quadrature. Using the definitions in (3.7), we can rewrite this as
\[\text{(5.4)} \quad \int_0^T (R_{u,L}, \Pi^h_L \phi_L) \, dt + \int_0^T (R_{p,L}, P^h_L \zeta_L) \, dt + \int_0^T (R_{u,R}, \Pi^h_R \phi_R) \, dt
+ \int_0^T (R_{p,R}, P^h_R \zeta_R) \, dt + \int_0^T \langle R_{\xi}, Z_h \beta \rangle_{\Gamma_I} \, dt - Q E_{u,L}(\Pi^h_L \phi_L) - Q E_{p,L}(P^h_L \zeta_L)
- Q E_{u,R}(\Pi^h_R \phi_R) - Q E_{p,R}(P^h_R \zeta_R) - Q E_{\xi}(Z_h \beta) = 0.\]

Finally, we subtract (5.4) from (5.3) to obtain (3.9).
5.2. Proof of Theorem 3.2. Before the Galerkin orthogonality terms are introduced, the estimates in section 5.1 are independent of the discretization. In particular, (5.3) applies to the geometrically coupled finite volume method. We introduce the appropriate Galerkin orthogonality expression

\[
\int_0^T (\mathbf{R}_{ul}, \Pi^h_L \phi_L)Q \, dt - \int_0^T \langle P_{R \to L}(p^h_R) - \xi^h, \mathbf{n} \cdot \Pi^h_L \phi_L \rangle_{\Gamma_1} \, dt \\
+ \int_0^T (R_{pl}, P^h_L \zeta_L)Q \, dt + \int_0^T (\mathbf{R}_{ur}, \Pi^h_R \phi_R)Q \, dt + \int_0^T (R_{pr}, P^h_R \zeta_R)Q \, dt \\
+ \int_0^T \langle R_{\xi}, Z_h \beta \rangle_{\Gamma_1} \, dt - \int_0^T \langle \mathbf{n} \cdot \mathbf{u}^h_L - P_{L \to R}(p^h_L), Z^h \beta \rangle_{\Gamma_1} \, dt = 0,
\]

where the subscript \(Q\) indicates the use of quadrature. Using the definitions (3.7) and (3.8) we can rewrite this as

\[
(5.5) \int_0^T (\mathbf{R}_{ul}, \Pi^h_L \phi_L) \, dt - \int_0^T \langle \text{proj}_p, \mathbf{n} \cdot \Pi^h_L \phi_L \rangle_{\Gamma_1} \, dt + \int_0^T (R_{pl}, P^h_L \zeta_L) \, dt \\
+ \int_0^T (\mathbf{R}_{ur}, \Pi^h_R \phi_R) \, dt + \int_0^T (R_{pr}, P^h_R \zeta_R) \, dt + \int_0^T \langle R_{\xi}, Z_h \beta \rangle_{\Gamma_1} \, dt - \int_0^T \langle \text{proj}_u, Z^h \beta \rangle_{\Gamma_1} \, dt \\
- Q \mathcal{E}_{ul}(\Pi^h_L \phi_L) - Q \mathcal{E}_{pl}(P^h_L \zeta_L) - Q \mathcal{E}_{ur}(\Pi^h_R \phi_R) - Q \mathcal{E}_{pr}(P^h_R \zeta_R) - Q \mathcal{E}_{\xi}(Z^h \beta) = 0.
\]

We subtract (5.5) from (5.3) to obtain (3.10).

5.3. Proofs of Theorems 3.3 and 3.4. The error estimate in (5.3) is valid for any discrete solution. However, once Galerkin orthogonality terms are added, the estimate becomes specific to the discretization, and the discrete solution must satisfy the relevant weak form for the estimate to be valid. Therefore, (5.4) and (5.5) and subsequent error estimates are only valid if the iterative solution method produces the exact discrete solution.

In the case of iterative solution of the discrete equations, we can express Galerkin orthogonality for the mortar method as

\[
(5.6) \int_0^T (\mathbf{R}_{ul} - \Delta \mathbf{R}_{ul}, \Pi^h_L \phi_L) \, dt + \int_0^T (R_{pl} - \Delta R_{pl}, P^h_L \zeta_L) \, dt \\
+ \int_0^T (\mathbf{R}_{ur} - \Delta \mathbf{R}_{ur}, \Pi^h_R \phi_R) \, dt + \int_0^T (R_{pr} - \Delta R_{pr}, P^h_R \zeta_R) \, dt + \int_0^T \langle R_{\xi} - \Delta R_{\xi}, Z_h \beta \rangle_{\Gamma_1} \, dt \\
- Q \mathcal{E}_{ul}(\Pi^h_L \phi_L) - \Delta Q \mathcal{E}_{ul}(\Pi^h_L \phi_L) - Q \mathcal{E}_{pl}(P^h_L \zeta_L) - \Delta Q \mathcal{E}_{pl}(P^h_L \zeta_L) \\
- Q \mathcal{E}_{ur}(\Pi^h_R \phi_R) - \Delta Q \mathcal{E}_{ur}(\Pi^h_R \phi_R) - Q \mathcal{E}_{pr}(P^h_R \zeta_R) - \Delta Q \mathcal{E}_{pr}(P^h_R \zeta_R) \\
- Q \mathcal{E}_{\xi}(Z^h \beta) - \Delta Q \mathcal{E}_{\xi}(Z^h \beta) = 0.
\]

Equation (5.6) is a more general form of (5.4). A similar generalization of (5.5) can be constructed.

Therefore if iterative solution of the discrete equations results in an inexact approximate solution, the \(\Delta\) terms in (5.6) must be appended to the right-hand sides of (3.9) and (3.10).
6. Conclusion. We consider two discretization techniques for solving coupled time-dependent nonlinear parabolic problems with different spatial and temporal scales that are posed on neighboring subdomains and are coupled through a common interface. The first, a mortar finite element method, provides a rigorously justified mechanism for coupling through the weak form. The second, a finite volume method, performs coupling via ad hoc techniques based on geometric considerations. We describe two iterative schemes for solving the discrete system of equations that arises at each time step. We then derive a posteriori error estimates for a specified quantity of interest which includes terms that account for the contributions to the error of various discretization choices. In particular, the estimates include terms quantifying the contributions to the error arising from solving the discrete equations for the approximation using only a finite number of iterations. We discuss the implementation of the a posteriori error estimates in detail. We conduct several numerical experiments that show that large error contributions associated with geometric projection may persist in time and that the error contribution resulting from inexact solution of the coupled systems of equations may be much larger than other contributions. We show by example that the chosen geometric coupling strategy has an impact on the convergence rate of the iterative method.

In the numerical solution of coupled systems, these results show that there are a number of contributing factors that affect accuracy beyond mesh and time step selection. First, the choice of coupling method impacts not only the size of the discretization error but also the rate of convergence of the iterative solution technique. Second, the choice of iterative method and number of iterations performed can also contribute significantly to the error. Both of these effects can persist in time even for coupled parabolic problems.
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